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differentially expressed in atherosclerosis. Circulating levels
of these proteins, particularly as a panel of proteins, can
discriminate patients with acute myocardial infarction from
those with stable exertional angina and from those with no
history of atherosclerotic cardiovascular disease. Such levels
can also predict cardiovascular events, determine the effec-
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these markers are useful as surrogate biomarkers of clinical
events needed for development of vascular specific pharma-
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Variables Controls Cases Test } p
Gender (m/f) * 19/25(20.0/26.3) 26/25(27.4/26.3)  0.576 0.538
AGE (years) ° 65.4(6.1) 63.6(4.7) 810.5 0.018
Diabetes (y/n) * 6/38(6.3/40.0)  13/38(13.7/40.0)  2.074 0.200
High BP (y/n) * 19/25(20.0/26.3)  42/9(44.5/9.5)  15.771 0.000
Dyslipidemia (y/n) * 13/31(13.7/32.6)  45/6(47.4/6.3)  34.217 0.000
Heart failure (y/n) * 0/44(0/46.8)  12/38(12.8/40.4)  12.105 0.000
FH CAD (y/n) * 18/26(18.9/27.4) 33/18(34.7/18.9)  5.380 0.024
FH Stroke (y/n) * 22/22(23.2/23.2) 20/31(21.1/32.6)  1.114 0.309
FH Diabetes (y/n) * 16/28(16.8/29.5) 19/32(20.0/33.7)  0.008 1.000
fy’,’n'))*ys"p"'em‘“ 10/34(10.5/35.8)  18/33(18.9/34.7)  1.795 0.259
FH High BP (y/n) * 26/18(27.4/18.9) 34/17(35.8/17.9)  0.583 0.524
Smoking (y/n) * 19/25(20.0/26.3) 12/39(12.6/87.3)  7.478  0.18
ACEI (y/n) * 7/37(7.4/38.9)  36/15(37.9/15.8)  28.505 0.000
BB (y/n) * 5/39(5.3/41.1)  42/9(44.2/9.5)  47.620 0.000
Diuretics (y/n) * 9/35(9.5/36.8)  16/35(16.8/36.8)  1.452 0.252
CCB (y/n) * 4/40(4.2/42.1)  8/43(8.4/45.3) 0.931 0.373
AB (y/n) * 3/41(3.2/43.2)  6/45(6.3/47.4) 0.674 0.498
Lipid lowering 10/34(10.5/35.8)  45/6(47.4/6.3)  41.583 0.000
Statins (y/n) * 7/37(7.4/38.9)  44/7(46.3/7.4)  47.037 0.000
Fibrates (y/n) * 2/42(2.1/44.2)  1/50(1.1/52.6) 0.516 0.595
Antidiabetics (y/n) * 3/41(3.2/43.2)  10/41(10.5/43.2)  3.271 0.081
ASA (y/n) * 22/22(23.2/23.2) 39/12(41.1/12.6)  7.202 0.010
BMI (kg/m?) ¥ 27.19(5.61) 28.64(5.48) 936.5 0.163
Waist (cm) 87.5(21.5) 97.1(14.5) 799 0.018
DBP (mmHg) + 74(12) 68(9) 698.5 0.001
SBP (mmHg) + 131(21) 116(21) 554 0.000
HR (beat/min) + 62(10) 58(10) 798.5 0.014
Glucose (mg/dL) t 98(10) 100(14) 903.5 0.099
Insulin (mmol/L) + 8(7.3) 11.6(12.8) 8245 0.024
CRP (mg/L) } 1.82(2.2) 1.81(3.58) 1015  0.419

Fig. 5
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METHODS AND COMPOSITIONS FOR
DIAGNOSIS AND MONITORING OF
ATHEROSCLEROTIC CARDIOVASCULAR
DISEASE

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims the benefit of U.S. Provi-
sional Application No. 60/693,756, filed Jun. 24, 2005, the
entire disclosure of which is hereby incorporated by refer-
ence in its entirety for all purposes.

SEQUENCE LISTING

[0002] The present specification incorporates herein by
reference, each in its entirety, the sequence information on
the Compact Disks (CDs) labeled Copy 1 and Copy 2. The
CDs are formatted on IBM-PC, with operating system
compatibility with MS-Windows. The files on each of the
CDs are as follows: Copy 1—Seqlist.txt 614 KB created
Jun. 23, 2006; and Copy 2—Seqlist.txt 614 KB created Jun.
23, 2006.

BACKGROUND OF THE INVENTION

[0003]

[0004] This application is directed to the fields of bioin-
formatics and atherosclerotic disease. In particular this
invention relates to methods and compositions for diagnos-
ing, monitoring, and development of therapeutics for ath-
erosclerotic disease.

[0005] 2. Description of the Related Art

1. Field of the Invention

[0006] As our ability to provide early and accurate diag-
nosis followed by aggressive treatment has been limited,
atherosclerotic cardiovascular disease (ASCVD) remains
the primary cause of morbidity and mortality worldwide.
Patients with ASCVD represent a heterogeneous group of
individuals, with a disease that progresses at different rates
and in distinctly different patterns. Despite appropriate evi-
dence-based treatments for patients with ASCVD, recur-
rence and mortality rates remain 2-4% per year. Also, the full
benefits of primary prevention are unrealized due to our
inability to identify accurately those patients who would
benefit from aggressive risk reduction.

[0007] Whereas certain disease markers have been shown
to predict outcome or response to therapy at a population
level, they are not sufficiently sensitive or specific to provide
adequate clinical utility in an individual patient. As a result,
the first clinical presentation for more than half of the
patients with coronary artery disease is either myocardial
infarction or death.

[0008] Physical examination and current diagnostic tools
cannot accurately determine an individual’s risk for suffer-
ing a complication of ASCVD. Known risk factors such as
hypertension, hyperlipidemia, diabetes, family history, and
smoking do not establish the diagnosis of atherosclerosis
disease. Diagnostic modalities which rely on anatomical
data (such as coronary angiography, coronary calcium score,
CT or MRI angiography) lack information on the biological
activity of the disease process and can be poor predictors of
future cardiac events. Functional assessment of endothelial
function can be non-specific and unrelated to the presence of

May 3, 2007

atherosclerotic disease process, although some data has
demonstrated the prognostic value of these measurements.
Individual biomarkers, such as the lipid and inflammatory
markers, have been shown to predict outcome and response
to therapy in patients with ASCVD and some are utilized as
important risk factors for developing atherosclerotic disease.
Nonetheless, up to this point, no single biomarker is suffi-
ciently specific to provide adequate clinical utility for the
diagnosis of ASCVD in an individual patient.

Complex Nature of Atherosclerotic Cardiovascular
Disease

[0009] In general, atherosclerosis is believed to be a
complex disease involving multiple biological pathways.
Variations in the natural history of the atherosclerotic dis-
ease process, as well as differential response to risk factors
and variations in the individual response to therapy, reflect
in part differences in genetic background and their intricate
interactions with the environmental factors that are respon-
sible for the initiation and modification of the disease.
Atherosclerotic disease is also influenced by the complex
nature of the cardiovascular system itself where anatomy,
function and biology all play important roles in health as
well as disease. Given such complexities, it is unlikely that
an individual marker or approach will yield sufficient infor-
mation to capture the true nature of the disease process.

Single Biomarker Approach: Inflammation

[0010] Inflammation has been implicated in all stages of
ASCVD and is considered to be a major part of the patho-
physiological basis of atherogenesis, providing a potential
marker of the disease process. Elevated circulating inflam-
matory biomarkers have been shown to stratify cardiovas-
cular risk and assess response to therapy in large epidemio-
logical studies. Currently, while general markers of
inflammation are potentially useful in risk stratification, they
are not adequate to identify the presence of CAD in an
individual, due a lack of specificity for many markers. For
similar reasons, the general markers of inflammation such as
C-reactive protein (CRP) and erythrocyte sedimentation rate
(ESR) have long been abandoned as specific diagnostic
markers in other inflammatory diseases such as lupus and
rheumatoid arthritis, although they remain important mark-
ers for risk stratification and response to therapy in clinical
practice.

[0011] Tt is also possible that the heterogeneity of the
individual response to environmental risk factors induces a
high variability in ASCVD marker concentration. In this
context, biological information carried by a single inflam-
matory protein cannot be sufficient in providing a compre-
hensive representation of the vascular inflammatory state,
and may not be able to accurately identify the presence or
extent of the disease.

Pathophysiological Basis of Atherosclerosis

[0012] Atherosclerotic plaque consists of accumulated
intracellular and extracellular lipids, smooth muscle cells,
connective tissue, and glycosaminoglycans. The earliest
detectable lesion of atherosclerosis is the fatty streak, con-
sisting of lipid-laden foam cells, which are macrophages that
have migrated as monocytes from the circulation into the
subendothelial layer of the intima, which later evolves into
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the fibrous plaque, consisting of intimal smooth muscle cells
surrounded by connective tissue and intracellular and extra-
cellular lipids.

[0013] Interrelated hypotheses have been proposed to
explain the pathogenesis of atherosclerosis. The lipid
hypothesis postulates that an elevation in plasma LDL levels
results in penetration of LDL into the arterial wall, leading
to lipid accumulation in smooth muscle cells and in mac-
rophages. LDL also augments smooth muscle cell hyperpla-
sia and migration into the subintimal and intimal region in
response to growth factors. LDL is modified or oxidized in
this environment and is rendered more atherogenic. The
modified or oxidized LDL is chemotactic to monocytes,
promoting their migration into the intima, their early appear-
ance in the fatty streak, and their transformation and reten-
tion in the subintimal compartment as macrophages. Scav-
enger receptors on the surface of macrophages facilitate the
entry of oxidized LDL into these cells, transferring them into
lipid-laden macrophages and foam cells. Oxidized LDL is
also cytotoxic to endothelial cells and may be responsible
for their dysfunction or loss from the more advanced lesion.

[0014] The chronic endothelial injury hypothesis postu-
lates that endothelial injury by various mechanisms pro-
duces loss of endothelium, adhesion of platelets to suben-
dothelium, aggregation of platelets, chemotaxis of
monocytes and T-cell lymphocytes, and release of platelet-
derived and monocyte-derived growth factors that induce
migration of smooth muscle cells from the media into the
intima, where they replicate, synthesize connective tissue
and proteoglycans, and form a fibrous plaque. Other cells,
e.g. macrophages, endothelial cells, arterial smooth muscle
cells, also produce growth factors that can contribute to
smooth muscle hyperplasia and extracellular matrix produc-
tion.

[0015] Endothelial dysfunction includes increased endot-
helial permeability to lipoproteins and other plasma con-
stituents, expression of adhesion molecules and elaboration
of growth factors that lead to increased adherence of mono-
cytes, macrophages and T lymphocytes. These cells may
migrate through the endothelium and situate themselves
within the subendothelial layer. Foam cells also release
growth factors and cytokines that promote migration of
smooth muscle cells and stimulate neointimal proliferation,
continue to accumulate lipid and support endothelial cell
dysfunction. Clinical and laboratory studies have shown that
inflammation plays a major role in the initiation, progression
and destabilization of atheromas.

[0016] The “autoimmune” hypothesis postulates that the
inflammatory immunological processes characteristic of the
very first stages of atherosclerosis are initiated by humoral
and cellular immune reactions against an endogenous anti-
gen. Human Hsp60 expression itself is a response to injury
initiated by several stress factors known to be risk factors for
atherosclerosis, such as hypertension. Oxidized LDL is
another candidate for an autoantigen in atherosclerosis.
Antibodies to oxLLDL have been detected in patients with
atherosclerosis, and they have been found in atherosclerotic
lesions. T lymphocytes isolated from human atherosclerotic
lesions have been shown to respond to oxLLDL and to be a
major autoantigen in the cellular immune response. A third
autoantigen proposed to be associated with atherosclerosis is
2-Glycoprotein I (2GPI), a glycoprotein that acts as an

May 3, 2007

anticoagulant in vitro. 2GPI is found in atherosclerotic
plaques, and hyper-immunization with 2GPI or transfer of
2GPl-reactive T cells enhances fatty streak formation in
transgenic atherosclerotic-prone mice.

[0017] Infections may contribute to the development of
atherosclerosis by inducing both inflammation and autoim-
munity. A large number of studies have demonstrated a role
of infectious agents, both viruses (cytomegalovirus, herpes
simplex viruses, enteroviruses, hepatitis A) and bacteria (C.
preumoniae, H. pylori, periodontal pathogens) in athero-
sclerosis. Recently, a new “pathogen burden” hypothesis has
been proposed, suggesting that multiple infectious agents
contribute to atherosclerosis, and that the risk of cardiovas-
cular disease posed by infection is related to the number of
pathogens to which an individual has been exposed. Of
single micro-organisms, C. preumoniae probably has the
strongest association with atherosclerosis.

[0018] These hypotheses are closely linked and not mutu-
ally exclusive. Modified LDL is cytotoxic to cultured endot-
helial cells and may induce endothelial injury, attract mono-
cytes and macrophages, and stimulate smooth muscle
growth. Modified LDL also inhibits macrophage mobility,
so that once macrophages transform into foam cells in the
subendothelial space they may become trapped. In addition,
regenerating endothelial cells (after injury) are functionally
impaired and increase the uptake of LDL from plasma.

[0019] Atherosclerosis is characteristically silent until
critical stenosis, thrombosis, aneurysm, or embolus super-
venes. Initially, symptoms and signs reflect an inability of
blood flow to the affected tissue to increase with demand,
e.g. angina on exertion, intermittent claudication. Symptoms
and signs commonly develop gradually as the atheroma
slowly encroaches on the vessel lumen. However, when a
major artery is acutely occluded, the symptoms and signs
may be dramatic.

[0020] As mentioned above, currently, due to lack of
appropriate diagnostic strategies, the first clinical presenta-
tion of more than half of the patients with coronary artery
disease is either myocardial infarction or death. Further
progress in prevention and treatment depends on the devel-
opment of strategies focused on the primary inflammatory
process in the vascular wall, which is fundamental in the
etiology of atherosclerotic disease. Without good surrogate
markers that accurately report the activity and/or extent of
vessel wall disease, methods cannot be developed that
completely define risk, monitor the effects of risk reduction
toward primary disease amelioration, or develop new classes
of therapies that target the vessel wall.

[0021] One promising approach is the identification of
circulating proteins that reflect the degree and character of
vascular inflammation. A number of immune modulatory
proteins have been identified to have some value as surro-
gate markers, but such biomarkers have not been shown to
add sufficient information to have clinical utility. This is due
to: i) the failure to consider data on multiple markers
measured in parallel, ii) the failure to integrate individual
marker data with clinical data that modulates the levels of
circulating proteins and obscures the informative patterns,
iii) inherited genetic variation that contributes to expression
levels of the genes encoding the markers and confounds the
abundance measurements, and iv) a lack of information
regarding specific immune pathways activated in ASCVD
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that would better inform biomarker choice. Finally, the prior
art fails to provide effective diagnostic or predictive methods
using measurements of a panel of circulating proteins.

Unmet Clinical and Scientific Need

[0022] Thus, there is an unmet need for use in clinical
medicine and biomedical research for improved tools to
identify individuals with vascular inflammation and athero-
sclerotic cardiovascular disease. At present, although
insights into mechanisms and circumstances of atheroscle-
rosis are increasing, our methods for identifying high-risk
patients and predicting the efficacy of prevention strategies
remain inadequate. New approaches therefore are needed to
better diagnose patients at risk; identification of patients
with atherosclerotic disease can lead to initiation of much
needed therapy that can lead to improved clinical outcomes.
The present invention addresses these and other shortcom-
ings of the prior art.

SUMMARY OF THE INVENTION

[0023] This invention provides methods for detection of
circulating protein expression for diagnosis, monitoring, and
development of therapeutics, with respect to atherosclerotic
conditions, including but not limited to conditions that lead
to angina, unstable angina, acute coronary syndrome, myo-
cardial infarction, and heart failure. Specifically, circulating
proteins are identified and described herein that are differ-
entially expressed in atherosclerotic patients, including but
not limited to circulating inflammatory markers. Circulating
inflammatory markers identified herein include MCP-1,
MCP-2, MCP-3, MCP-4, eotaxin, IP-10, M-CSF, IL-3,
TNFa, Ang-2, IL-5, IL-7, and IGF-1.

[0024] The detection of circulating levels of proteins iden-
tified herein, which are specifically produced in the vascular
wall as a result of the atherosclerotic process, can classify
patients as belonging to atherosclerotic conditions, including
atherosclerotic disease, no disease, myocardial infarction,
stable angina, treatment with medication, no treatment, and
the like. Such classification can also be used in prediction of
cardiovascular events and response to therapeutics; and are
useful to predict and assess complications of cardiovascular
disease.

[0025] Inone embodiment of the invention, the expression
profile of a panel of proteins is evaluated for conditions
indicative of various stages of atherosclerosis and clinical
sequelae thereof. Such a panel provides a level of discrimi-
nation not found with individual markers. In one embodi-
ment, the expression profile is determined by measurements
of protein concentrations or amounts.

[0026] Methods of analysis may include, without limita-
tion, utilizing a dataset to generate a predictive model, and
inputting test sample data into such a model in order to
classify the sample according to an atherosclerotic classifi-
cation, where the classification is selected from the group
consisting of an atherosclerotic disease classification, a
healthy classification, a vascular inflammation classification,
a medication exposure classification, a no medication expo-
sure classification, and a coronary calcium score classifica-
tion, and classifying the sample according to the output of
the process. In some embodiments, such a predictive model
is used in classifying a sample obtained from a mammalian
subject by obtaining a dataset associated with a sample,
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wherein the dataset comprises at least three, or at least four,
or at least five protein markers selected from the group
consisting of MCP1; MCP2; MCP3; MCP4; Fotaxin; IP10;
MCSF; IL3; TNFa; Ang2; IL5; IL7; IGF1; IL10; INFy;
VEGF; MIPla; RANTES; IL6; IL8; ICAM; TIMP1; CCL19;
TCA4/6kine/CCL21; CSF3; TRANCE; IL2; IL4; IL13;
111b; MCPS; CCL9; CXCL1/GRO1; GROalpha; IL.12; and
Leptin. The data optionally includes a profile for clinical
indicia; additional protein expression profiles; metabolic
measures, genetic information, and the like.

[0027] A predictive model of the invention utilizes quan-
titative data from one or more sets of markers described
herein. In some embodiments a predictive model provides
for a level of accuracy in classification; i.e. the model
satisfies a desired quality threshold. A quality threshold of
interest may provide for an accuracy or AUC of a given
threshold, and either or both of these terms (AUC; accuracy)
may be referred to herein as a quality metric. A predictive
model may provide a quality metric, e.g. accuracy of clas-
sification or AUC, of at least about 0.7, at least about 0.8, at
least about 0.9, or higher. Within such a model, parameters
may be appropriately selected so as to provide for a desired
balance of sensitivity and selectivity.

[0028] In other embodiments, analysis of circulating pro-
teins is used in a method of screening biologically active
agents for efficacy in the treatment of atherosclerosis. In
such methods, cells associated with atherosclerosis, e.g.
cells of the vessel wall, etc., are contacted in culture or in
vivo with a candidate agent, and the effect on expression of
one or more of the markers, e.g. a panel of markers, is
determined. In another embodiment, analysis of differential
expression of the above circulating proteins is used in a
method of following therapeutic regimens in patients. In a
single time point or a time course, measurements of expres-
sion of one or more of the markers, e.g. a panel of markers,
is determined when a patient has been exposed to a therapy,
which may include a drug, combination of drugs, non-
pharmacologic intervention, and the like.

[0029] In another method, relative quantitative measures
of'3 or more of atherosclerosis associated proteins identified
herein are used to diagnose or monitor atherosclerotic dis-
ease in an individual. This panel of proteins identified herein
can further include other clinical indicia; additional protein
expression profiles; metabolic measures, genetic informa-
tion, and the like.

[0030] In another embodiment, the invention includes
methods for classifying a sample obtained from a mamma-
lian subject by obtaining a dataset associated with a sample,
wherein the dataset comprises quantitative data for at least
three, or at least four, or at least five, or at least six, or at least
seven, or at least eight, or at least nine, or more than nine
protein markers selected from the group consisting of MCP-
1, MCP-2, MCP-3, MCP-4, eotaxin, IP-10, M-CSF, IL-3,
TNFa, Ang-2, IL-5, IL-7, and IGF-1, inputting the data into
an analytical process that uses the data to classify the
sample, where the classification is selected from the group
consisting of an atherosclerotic disease classification, a
healthy classification, a vascular inflammation classification,
a medication exposure classification, a no medication expo-
sure classification, and a coronary calcium score classifica-
tion, and classifying the sample according to the output of
the process.
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[0031] In another embodiment, the invention includes
methods for classifying a sample obtained from a mamma-
lian subject by obtaining a dataset associated with a sample,
wherein the dataset comprises quantitative data for at least
three, or at least four, or at least five, or at least six, protein
markers that each shows a correlation between a circulating
protein concentration and an atherosclerotic vascular tissue
RNA concentration, inputting the data into an analytical
process that uses the data to classify the sample, where the
classification is selected from the group consisting of an
atherosclerotic disease classification, a healthy classifica-
tion, a vascular inflammation classification, a medication
exposure classification, a no medication exposure classifi-
cation, and a coronary calcium score classification, and
classifying the sample according to the output of the process.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

[0032] FIG. 1. Time-dependent serum inflammatory pro-
tein expression during progression of atherosclerosis in
apolipoprotein (apo)E-deficient mice on high-fat diet. The
heat map is a graphic representation of the serum concen-
tration levels with individual serum samples arranged along
the x-axis and protein markers along the y-axis. Values
represent serum protein expression levels from apoe-defi-
cient mice at baseline (T00; n=5) and at 10 (T10; n=5), 16
(T16; n=4), 24 (T24; n=5), and 40 wk (T40; n=5) on high-fat
diet. Please note that for the 16-wk time point, values were
derived from a 2nd independent data set.

[0033] FIG. 2. Circulating inflammatory protein expres-
sion levels in apoE-deficient mice and in control mice. Heat
map is graphic representation of row normalized expression
values. Values represent average circulating protein expres-
sion levels (log2) from replicate apoe-mice at baseline
(TO0)(n=9) and at 40 weeks (T40) on high fat diet (n=9), as
well as C57B1/6 (n=5) and C3H/HeJ (n=3) mice at baseline
and at 40 weeks on high fat diet (n=5, 5 respectively).
Whereas apoE-deficient mice on high fat diet have the
highest levels of inflammatory markers, C3H/HelJ mice have
the lowest levels despite being on high fat diet as well.
N-way ANOVA was used to identify with statistically sig-
nificant variation among the various conditions. In far right
column, p-values reported do not take into account possible
interaction between diet, strain, and time. Effects of these
factors and their interaction with each other are discussed in
the text.

[0034] FIG. 3. Proteomic signature patterns of serum
inflammatory markers in classification of atherosclerosis in
mice. A: identification of the atherosclerosis classification
protein subset. Various classification algorithms, including
prediction analysis for microarrays (PAM), recursive feature
elimination (RFE), support vector machine (SVM), and
ANOVA, were used to rank a subset of markers based on
their ability to accurately discriminate between mice with 4
different stages of atherosclerotic disease (apoE-deficient
mice at baseline and 10, 24, and 40 wk on high-fat diet). A
number of these markers were ranked in all classification
algorithms. B: classification accuracy of mouse atheroscle-
rotic disease (confusion matrix). To determine the accuracy
of mouse classifier proteins in predicting disease severity,
we used the top-ranking protein markers identified earlier
(Ccl21, Ccl9, Csf3, Tnfsf11, Vegfa, Cclll, Ccl2). The SVM
algorithm was utilized for cross-validation of mouse experi-
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ments grouped on the basis of stages of disease. Accuracy of
classification was determined with a 1,000-step N-fold
cross-validation method, with 25% of experiments
employed as the test group and the rest as the training group.
Results are represented in tabular fashion with the confusion
matrix as described in the Methods section. The notation
“TRUE” refers to “Actual Disease State,” whereas “Pre-
dicted” refers to “Predicted Disease State.” C: classification
of an independent data set. Using the SVM algorithm, we
can classify an independent data set (“test™) to closest time
point from the original set of experiments (“known”). The
known experiments include the 4 time points in our original
analysis from which the set of protein classifiers was
derived. The independent set of experiments was derived
from the 16-wk time point, which was not included in the
original set. SVM scores (affinity) for each experiment,
based on one-vs.-all comparisons, are represented graphi-
cally in the heat map. The protein profile of the 16-wk time
point correlated more closely with the 10-wk time point of
the original data set.

[0035] FIG. 4. Correlation between serum level and vas-
cular gene expression of top classifier markers. A: to inves-
tigate the disease-related gene expression for a subset of
these serum markers, we studied their temporal gene expres-
sion in aortas of mice from which the sera were obtained.
Using quantitative real-time RT-PCR (qRT-PCR), we were
able to correlate the time-dependent serum protein levels of
these markers with their vascular wall gene expression.
Pearson correlation was determined for logl0-normalized
average expression ratios of serum protein levels and aortic
gene expression values. The average ratio of protein levels
was determined by protein microarray at each time point
divided by levels for apoE deficient mice at baseline (n=4-
9). Average ratio of gene expression levels was determined
by replicate qRT-PCR reaction at each time point divided by
values obtained for apoe-deficient mice at baseline. Please
note that, for the 16-wk time point, the values were derived
from a separate independent data set. B: correlation matrix
summary table for Pearson correlation values comparing
normalized average ratios of serum protein level, vascular
gene expression, and time on high-fat diet (log10 of no. of
wk on diet). Correlations were considered significant at 0.05
(2 tailed).

[0036] FIG. 5. Clinical characteristics of the subjects.
Nominal variables (*) are expressed as count (%), and
continuous variables (1) as median (interquartiles range). I
Comparisons are made by Pearson Chi-square or Mann-
Whitney U test, as appropriate. Significance has been cal-
culated by Monte Carlo approach, based on 10000 sampled
comparisons. BP (Blood Pressure); FH (Family History);
ACEI (Angiotensin-Converting-Enzyme Inhibitors); BB
(Beta Blockers); CCB (Calcium-Channel Blockers); AB
(Alpha Blockers); ASA (Acetyl Salicylic Acid); BMI (Body
Mass Index); DBP (Diastolic Blood Pressure); SBP (Systolic
Blood Pressure); HR (Heart Rate); CRP (C-Reactive Pro-
tein).

[0037] FIG. 6. Serum chemokine profiles in coronary
artery disease patients and healthy controls, before and after
adjustment for clinical characteristics. Data are expressed as
geometrical mean (95% CI). Adjustment has been per-
formed by GLM multivariate analysis and comparisons on
adjusted means by t-test. ¥ Model 1 is adjusted for age and
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waist circumference; T Model 2 is adjusted as Model 1 plus
treatment (ACE inhibitors, statins, and aspirin).

[0038] FIG. 7. Two dimensional hierarchical clustering of
clinical variables and cases versus controls.

[0039] FIG. 8. Principal component analysis demonstrat-
ing that 60-70% of the variability observed within the
subjects could be explained by chemokines, insulin resis-
tance profile, and a subset of other clinical variables such as
hypertension and hyperlipidemia, with markers of inflam-
mation being the dominant factor.

[0040] FIG. 9. Table showing Support Vector Machine
(SVM) and Recursive Feature Elimination (RFE) used to
determine optimal number of ranked variables to classify
experiments into correct groups at minimal error rate. Opti-
mal error rate or misclassification is calculated by 1000-
times reiterated cross-validation, with 25% of experiments
as test group and remaining experiments as training group.

[0041] FIG. 10. ROC curves.

[0042] FIG. 11. Table showing Logistic Regression mod-
els to predict coronary artery disease. Models: 1) Stepwise
forward selection without missing values estimation; 2)
Stepwise forward selection with missing data estimation by
conditional means; 3) Stepwise forward selection of clinical
variables and chemokine score. Independent variables: Age,
Gender, Diastolic blood pressure (DBP), Systolic blood
pressure (SBP), Heart rate, Plasma insulin, C-Reactive Pro-
tein, and chemokines (models 1 and 2: Eotaxin, IP-10,
MCP-1, MCP-2, MCP-3, MCP-4, and MIP-1alpha (; model
3: Chemokine score).

[0043] FIG. 12. Expected AUC value and S.E. for a series
of LDA models involving an increasing number of terms in
the order given in the figure.

[0044] FIG. 13. Expected AUC value and S.E. for a series
of Logistic Regression models involving an increasing num-
ber of terms in the order given in the figure.

[0045] FIG. 14. LDA model predictions with MCP-1
marker excluded from the set of available predictive mark-
ers. The new model utilizes Ang-2, IGF-1 and M-CSF as
alternate marker combination for exceeding the AUC>0.75
threshold.

[0046] FIG. 15a. Marker selection for a Logistic Regres-
sion model using Akaike Information Criterion (AIC).

[0047] FIG. 15b: Expected AUC value and S.E. for a
series of Logistic Regression models involving an increasing
number of terms in the order given in the figure (=inverse
order of term removal from the complete model by applying
the AIC criterion in the marker selection process).

[0048] FIG. 16. Logistic regression model including both
clinical variables and biological markers.

[0049] FIG. 17. Logistic regression model including alter-
nate clinical variables and biological markers. A model
including “Beta Blockers” (DC512) and “Statins” (DC3005)
and MCP-4 produces an expected value of AUC in excess of
0.85.

[0050] FIG. 18. Boxplots of value distribution of the first
discriminant variate for the three groups: “Untreated,”ACE
or Statins,” and “ACE and Statins.”
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DETAILED DESCRIPTION OF THE
INVENTION

[0051] Definitions

[0052] Terms used in the claims and specification are
defined as set forth below unless otherwise specified.

[0053] The term “ameliorating” refers to any therapeuti-
cally beneficial result in the treatment of a disease state, e.g.,
an atherosclerotic disease state, including prophylaxis, less-
ening in the severity or progression, remission, or cure
thereof.

[0054] The term “mammal” as used herein includes both
humans and non-humans and include but is not limited to
humans, non-human primates, canines, felines, murines,
bovines, equines, and porcines.

[0055] The term percent “identity,” in the context of two
or more nucleic acid or polypeptide sequences, refer to two
or more sequences or subsequences that have a specified
percentage of nucleotides or amino acid residues that are the
same, when compared and aligned for maximum correspon-
dence, as measured using one of the sequence comparison
algorithms described below (e.g., BLASTP and BLASTN or
other algorithms available to persons of skill) or by visual
inspection. Depending on the application, the percent “iden-
tity” can exist over a region of the sequence being compared,
e.g., over a functional domain, or, alternatively, exist over
the full length of the two sequences to be compared.

[0056] For sequence comparison, typically one sequence
acts as a reference sequence to which test sequences are
compared. When using a sequence comparison algorithm,
test and reference sequences are input into a computer,
subsequence coordinates are designated, if necessary, and
sequence algorithm program parameters are designated. The
sequence comparison algorithm then calculates the percent
sequence identity for the test sequence(s) relative to the
reference sequence, based on the designated program
parameters.

[0057] Optimal alignment of sequences for comparison
can be conducted, e.g., by the local homology algorithm of
Smith & Waterman, Adv. Appl. Math. 2:482 (1981), by the
homology alignment algorithm of Needleman & Wunsch, J.
Mol. Biol. 48:443 (1970), by the search for similarity
method of Pearson & Lipman, Proc. Nat’l. Acad. Sci. USA
85:2444 (1988), by computerized implementations of these
algorithms (GAP, BESTFIT, FASTA, and TFASTA in the
Wisconsin Genetics Software Package, Genetics Computer
Group, 575 Science Dr., Madison, Wis.), or by visual
inspection (see generally Ausubel, F M, et al.,, Current
Protocols in Molecular Biology, 4, John Wiley & Sons, Inc.,
Brooklyn, N.Y., A.1E.1-A.1F.11, 1996-2004).

[0058] One example of an algorithm that is suitable for
determining percent sequence identity and sequence simi-
larity is the BLAST algorithm, which is described in Alts-
chul et al., J. Mol. Biol. 215:403-410 (1990). Software for
performing BLAST analyses is publicly available through
the National Center for Biotechnology Information
(www.ncbi.nlm.nih.gov/).

[0059] The term “sufficient amount” means an amount
sufficient to produce a desired effect, e.g., an amount suffi-
cient to alter a protein expression profile.
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[0060] The term “therapeutically effective amount” is an
amount that is effective to ameliorate a symptom of a
disease. A therapeutically effective amount can be a “pro-
phylactically effective amount” as prophylaxis can be con-
sidered therapy.

[0061]
[0062]
[0063]
[0064]
[0065]
[0066]
[0067]
[0068]

[0069] Mean CV error=Mean Misclassification error=1-
Mean Accuracy

[0070] Sensitivity=TP/P=TP/(TP+FN)
[0071] Specificity=TN/N=TN/(TN+FP)

TP: true positive

TN: true negative

FP: false positive

FN: false negative

N: total number of negative samples
P: total number of positive samples
A: total number of samples

Accuracy=(TP+TN)/A

[0072] Abbreviations used in this application include the
following: CADs=coronary artery disease; MIPla=
MIPlalpha; LDA=Linear Discriminant Analysis, MI=myo-
cardial infarction; ASCVD=atherosclerotic cardiovascular
disease.

[0073] It must be noted that, as used in the specification
and the appended claims, the singular forms “a,”an,” and
“the” include plural referents unless the context clearly
dictates otherwise.

[0074] Atherosclerosis (also referred to as arteriosclerosis,
atheromatous vascular disease, arterial occlusive disease) as
used herein, refers to a cardiovascular disease characterized
by plaque accumulation on vessel walls and vascular inflam-
mation. The plaque consists of accumulated intracellular and
extracellular lipids, smooth muscle cells, connective tissue,
inflammatory cells, and glycosaminoglycans. Inflammation
occurs in combination with lipid accumulation in the vessel
wall, and vascular inflammation is with the hallmark of
atherosclerosis disease process.

[0075] Myocardial infarction is an ischemic myocardial
necrosis usually resulting from abrupt reduction in coronary
blood flow to a segment of myocardium. In the great
majority of patients with acute MI, an acute thrombus, often
associated with plaque rupture, occludes the artery that
supplies the damaged area. Plaque rupture occurs generally
in previously partially obstructed by an atherosclerotic
plaque enriched in inflammatory cells. Altered platelet func-
tion induced by endothelial dysfunction and vascular inflam-
mation in the atherosclerotic plaque presumably contributes
to thrombogenesis. Myocardial infarction can be classified
into ST-elevation and non-ST elevation MI (also referred to
as unstable angina). In both forms of myocardial infarction,
there is myocardial necrosis. In ST-elevation myocardial
infraction there is transmural myocardial injury which leads
to ST-elevations on electrocardiogram. In non-ST elevation
myocardial infarction, the injury is sub-endocardial and is
not associated with ST segment elevation on electrocardio-
gram. Myocardial infarction (both ST and non-ST elevation)
represents an unstable form of atherosclerotic cardiovascu-
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lar disease. Acute coronary syndrome encompasses all forms
of unstable coronary artery disease.

[0076] Angina refers to chest pain or discomfort resulting
from inadequate blood flow to the heart. Angina can be a
symptom of atherosclerotic cardiovascular disease. Angina
may be classified as stable, which follows a regular chronic
pattern of symptoms. Unlike the unstable forms of athero-
sclerotic vascular disease. The pathophysiological basis of
stable atherosclerotic cardiovascular disease is also compli-
cated but is biologically distinct from the unstable form.
Generally stable angina is not myocardial necrosis.

[0077] Heart failure can occur as a result of myocardial
dysfunction caused by myocardial infraction.

[0078] Several features of the current approach should be
noted. Atherosclerosis and related conditions are diagnosed
through a blood based test that assesses the presence of one
or a panel of protein markers. The markers include MCP-1,
MCP-2, MCP-3, MCP-4, eotaxin, IP-10, M-CSF, IL-3,
TNFa, Ang-2, IL-5, IL-7, and IGF-1. These markers have
been shown to be specifically produced in the vascular wall
in association with the atherosclerotic process. In some
embodiments, such a predictive model utilizes quantitative
data obtained from circulating markers that include MCP1;
MCP2; MCP3; MCP4; Eotaxin; IP10; MCSF; IL3; TNFa;
Ang2; ILS; IL7; IGF1; IL10; INFy; VEGF; MIPla;
RANTES; IL6; IL8; ICAM; TIMP1; CCL19; TCA4/6kine/
CCL21; CSF3; TRANCE; IL2; IL4; IL13; Il1b; MCPS;
CCL9; CXCL1/GRO1; GROalpha; IL.12; and Leptin. Other
circulating markers of interest include sVCAM; sICAM-1;
E-selectin; P-selection; interleukin-6, interleukin-18; creat-
ine kinase; LDL, oxLLDL, LDL particle size, Lipoprotein(a);
troponin I, troponin T; LPLA2; CRP; HDL, Triglyceride,
insulin, BNP (brain naturetic peptide), fractalkine, osteopon-
tin, osteoprotegerin, oncostatin-M, Myeloperoxidase,
ADMA, PAI-1 (plasminogen activator inhibitor), SAA (cir-
culating amyloid A), t-PA (tissue-type plasminogen activa-
tor), sCD40 ligand, fibrinogen, homocysteine, D-dimer, leu-
kocyte count and may further include a variety of additional
markers as described herein, including clinical indicia, meta-
bolic measures, genetic assays, and additional circulating
markers.

[0079] In certain embodiments of the invention, a dataset
for classification is obtained from a patient sample, wherein
the dataset comprises quantitative data for at least three
protein markers selected from the group consisting of MCP-
1, MCP-2, MCP-3, MCP-4, eotaxin, IP-10, M-CSF, IL-3,
TNFa, Ang-2, IL-5, IL-7, and IGF-1. The at least three
protein markers may comprise a marker set selected from
the group consisting of MCP-1, IGF-1, TNFa; MCP-1,
IGF-1, M-CSF; ANG-2, IGF-1, M-CSF; and MCP-4, IGF-1,
M-CSF. Where the dataset comprises quantitative data from
at least four protein markers, the at least four protein
markers may be selected from the group consisting of
MCP-1, MCP-2, MCP-3, MCP-4, eotaxin, IP-10, M-CSF,
IL-3, TNFa, Ang-2, IL-5, IL-7, and IGF-1; MCP-1, IGF-1,
TNFa, IL-5; MCP-1, IGF-1, M-CSF, MCP-2; ANG-2, IGF-
1, M-CSF, IL-5; MCP-1, IGF-1, TNFa, MCP-2; and MCP-4,
IGF-1, M-CSF, IL-5. Where the dataset comprises quanti-
tative data from at least five markers, The at least five
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markers may comprise a marker set selected from the group
consisting of MCP-1, MCP-2, MCP-3, MCP-4, eotaxin,
IP-10, M-CSF, IL-3, TNFa, Ang-2, IL-5, IL-7, and IGF-1;
MCP-1, IGF-1, TNFa, IL-5, M-CSF; MCP-1, IGF-1,
M-CSF, MCP-2, IP-10; ANG-2, IGF-1, M-CSF, IL-5, TNFa;
MCP-1, IGF-1, TNFa, MCP-2, IP-10; MCP-4, IGF-1,
M-CSF, IL-5, TNFa; and MCP-4, IGF-1, M-CSF, IL-5,
MCP-2.

[0080] In another embodiment of the invention, at least
two, at least three, at least four, at least five or more markers
are selected from M-CSF, eotaxin, IP-10, MCP-1, MCP-2,
MCP-3, MCP-4, IL-3, IL-5, TL-7, IL.-8, MIP1a, TNFa, and
RANTES.
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[0081] The identification of atherosclerosis associated cir-
culating proteins provides diagnostic and prognostic meth-
ods, which detect the occurrence of a disorder, e.g. coronary
arterial disease, atherosclerosis, etc., particularly where such
a disorder is indicative of a propensity for myocardial
infarction, heart failure, etc.; or assess an individual’s sus-
ceptibility to such disease, by detecting altered levels of the
identified circulating proteins. The methods also include
screening for efficacy of therapeutic agents and methods;
disease staging and classification; and the like. Early detec-
tion can be used to determine the occurrence of developing
disease, thereby allowing for intervention with appropriate
preventive or protective measures.
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[0082] In addition to the specific biomarker sequences
identified in this application by name, accession number, or
sequence, the invention also contemplates contemplates use
of biomarker variants that are at least 90% or at least 95%
or at least 97% identical to the exemplified sequences and
that are now known or later discover and that have utility for
the methods of the invention. These variants may represent
polymorphisms, splice variants, mutations, and the like.
Various techniques and reagents find use in the diagnostic
methods of the present invention. In one embodiment of the
invention, blood samples, or samples derived from blood,
e.g. plasma, circulating, etc. are assayed for the presence of
polypeptides. Typically a blood sample is drawn, and a
derivative product, such as plasma or serum, is tested. Such
polypeptides may be detected through specific binding
members. The use of antibodies for this purpose is of
particular interest. Various formats find use for such assays,
including antibody arrays; ELISA and RIA formats; binding
of labeled antibodies in suspension/solution and detection
by flow cytometry, mass spectroscopy, and the like. Detec-
tion may utilize one or a panel of antibodies, preferably a
panel of antibodies in an array format. Expression signatures
typically utilize a detection method coupled with analysis of
the results to determine if there is a statistically significant
match with a disease signature.

[0083] In another embodiment, in vivo imaging is utilized
to detect the presence of atherosclerosis associated proteins
in heart tissue. Such methods may utilize, for example,
labeled antibodies or ligands specific for such proteins. In
these embodiments, a detectably-labeled moiety, e.g., an
antibody, ligand, etc., which is specific for the polypeptide
is administered to an individual (e.g., by injection), and
labeled cells are located using standard imaging techniques,
including, but not limited to, magnetic resonance imaging,
computed tomography scanning, and the like. Detection may
utilize one or a cocktail of imaging reagents.

[0084] In another embodiment, an mRNA sample from
vessel tissue, preferably from one or more vessels affected
by atherosclerosis, is analyzed for the genetic signature
indicating atherosclerosis.

[0085] The provided patterns of circulating protein
expression characterize the inflammatory signature in ath-
erosclerosis, and further links specific immune related path-
ways to diabetes and medication therapy. While current data
suggests a significant role for inflammation in atherosclero-
sis, there remains little direct data linking immune pathways
in the vessel wall to critical aspects of the disease, including
the mechanisms by which risk factors impact the primary
inflammatory process, and how medications that modify risk
factors such as hypertension and hyperlipidemia may spe-
cifically impact inflammation. The present invention iden-
tifies expression profiles of biomarkers of inflammation that
can be used for diagnosis and classification of atheroscle-
rotic cardiovascular disease.

[0086] In methods of diagnosing a patient for atheroscle-
rosis and related conditions, the expression pattern in blood,
serum, etc. of the markers provided herein is obtained, and
compared to control values to determine a diagnosis. The
analysis of the invention may further include input from
clinical variables. For example, a blood derived patient
sample, e.g. blood, plasma, serum, etc. may be applied to a
specific binding agent or panel of specific binding agents, to
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determine the presence of the markers of interest. The
analysis will generally include at least one of the markers
described herein, e.g., M-CSF, eotaxin, IP-10, MCP-1,
MCP-2, MCP-3, MCP-4, IL-3, IL-5, IL-7, 1IL-8, MIPla,
TNFa, Ang-2, IGF-1 and RANTES, usually at least two of
the markers, more usually at least three of the markers, and
may include 4, 5, 6, 7 or up to all of the markers. A preferred
set of markers comprises at least three of the following:
MCP-1, MCP-2, MCP-3, MCP-4, eotaxin, IP-10, M-CSF,
IL-3, TNFa, Ang-2, IL-5, IL-7 and TGF-1, and may include,
4,5,6,7,8,9,10, 11, 12, or all of them.

[0087] The analysis may further comprise the inclusion of
expression information from additional proteins, which may
be present in serum or in tissue samples. Quantitative
information will be obtained by methods suitable for the
marker. Markers include, without limitation, sVCAM,;
sICAM-1; E-selectin; P-selection; interleukin-6, interleukin-
18; creatine kinase; LDL, oxLLDL, LDL particle size, Lipo-
protein(a); troponin I, troponin T; LPLA2; CRP; Ccl9; Ccl2;
Ccl21; Ccll9; 1L-5; Tnfsfl1; Vegfa; Cxcll; leptin, HDL,
Triglyceride, insulin, BNP (brain naturetic peptide), fracta-
Ikine, osteopontin, osteoprotegerin, oncostatin-M, Myelop-
eroxidase, ADMA, PAI-1 (plasminogen activator inhibitor),
SAA (serum amyloid A), t-PA (tissue-type plasminogen
activator), sCD40 ligand, fibrinogen, homocysteine,
D-dimer, leukocyte count, etc. Additional variables include
clinical indicia, which will typically be assessed and the
resulting data combined in an algorithm with the circulating
marker analysis. Such clinical markers include, without
limitation: gender; age; glucose; insulin; body mass index
(BMI); heart rate; waist size; systolic blood pressure; dias-
tolic blood pressure; dyslipidemia; cigarette smoking; and
the like. Other variables include metabolic measures, genetic
information, and gene expression measures from peripheral

blood.

[0088] The methods of the invention may be used for
atherosclerosis staging, atherosclerosis prognosis, assessing
extent of atherosclerosis progression, monitoring a thera-
peutic response, etc. One of ordinary skill having the benefit
of'this disclosure will readily understand how to practice the
invention for these uses. For example, atherosclerosis stag-
ing may be accomplished by comparison of an individual
dataset against with one or more datasets obtained from
disease samples of known stage or by constructing a model
that predicts stage and inputting a dataset in that model to
obtain a predicted staging. Similar methods may be used to
provide atherosclerosis prognosis. Progression may be
monitored, by looking at changes over time in one or more
predictors obtained from a predictive model such as, e.g., a
model described infra. Therapeutic responses may be deter-
mined by using the methods of the invention and determin-
ing whether one or more classifications obtained from a
subject with known disease trend toward or lie within a
normal classification.

[0089] The quantitation of markers in a test sample is
determined by the methods described above and as known in
the art. The quantitative data thus obtained is then subjected
to an analytic classification process. In such a process, the
raw data is manipulated according to an algorithm, where
the algorithm has been pre-defined by a training set of data,
for example as described in the examples provided herein.
An algorithm may utilize the training set of data provided
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herein, or may utilize the guidelines provided herein to
generate an algorithm with a different set of data.

[0090] An analytic classification process may use any one
of a variety of statistical analytic methods to manipulate the
quantitative data and provide for classification of the
sample. Examples of useful methods include linear discrimi-
nant analysis, recursive feature elimination, a prediction
analysis of microarray, a logistic regression, a CART algo-
rithm, a FlexTree algorithm, a LART algorithm, a random
forest algorithm, a MART algorithm, machine learning
algorithms; etc.

[0091] Using any one of these methods, an atherosclerosis
dataset is used to generate a predictive model. In the
generation of such a model, a dataset comprising control and
diseased samples is used as a training set. A training set will
contain data for each of the markers of interest. Examples of
predictive models for markers of interest are provided
herein, for example see Examples 6-10.

[0092] The predictive models demonstrated herein utilize
the results of multiple protein level determinations, and
provide an algorithm that will classify with a desired degree
of accuracy an individual as belonging to a particular state,
where a state may be atherosclerotic or non-atherosclerotic.
Classification of interest include, without limitation, the
assignment of a sample to one or more of the atherosclerotic
disease states 1) atherosclerotic state vs. non-atherosclerotic
state, ii) MI state vs. angina state, iii) low calcium state
versus high calcium state.

[0093] Classification can be made according to predictive
modeling methods that set a threshold for determining the
probability that a sample belongs to a given class. The
probability preferably is at least 50%, or at least 60% or at
least 70% or at least 80% or higher. Classifications also may
be made by determining whether a comparison between an
obtained dataset and a reference dataset yields a statistically
significant difference. If so, then the sample from which the
dataset was obtained is classified as not belonging to the
reference dataset class. Conversely, if such a comparison is
not statistically significantly different from the reference
dataset, then the sample from which the dataset was obtained
is classified as belonging to the reference dataset class.

[0094] The predictive ability of a model may be evaluated
according to its ability to provide a quality metric, e.g. AUC
or accuracy, of a particular value, or range of values. In some
embodiments, a desired quality threshold is a predictive
model that will classify a sample with an accuracy of at least
about 0.7, at least about 0.75, at least about 0.8, at least about
0.85, at least about 0.9, at least about 0.95, or higher. As an
alternative measure, a desired quality threshold may refer to
a predictive model that will classify a sample with an AUC
(area under the curve) of at least about 0.7, at least about
0.75, at least about 0.8, at least about 0.85, at least about 0.9,
or higher.

[0095] As is known in the art, the relative sensitivity and
specificity of a predictive model can be “tuned” to favor
either the selectivity metric or the sensitivity metric, where
the two metrics have an inverse relationship. The limits in a
model as described above can be adjusted to provide a
selected sensitivity or specificity level, depending on the
particular requirements of the test being performed. One or
both of sensitivity and specificity may be at least about at
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least about 0.7, at least about 0.75, at least about 0.8, at least
about 0.85, at least about 0.9, or higher.

[0096] The raw data may be initially analyzed by measur-
ing the values for each marker, usually in triplicate or in
multiple triplicates. The data may be manipulated, for
example, raw data may be transformed using standard
curves, and the average of triplicate measurements used to
calculate the average and standard deviation for each patient.
These values may be transformed before being used in the
models, e.g. log-transformed, Box-Cox transformed (see
Box and Cox (1964) J. Royal Stat. Soc., Series B, 26:211-
246), etc. The data are then input into a predictive model,
which will classify the sample according to the state. The
resulting information may be transmitted to a patient or
health professional.

[0097] To generate a predictive model for atherosclerotic
states, a robust data set, comprising known control samples
and samples corresponding to the atherosclerotic classifica-
tion of interest is used in a training set. A sample size is
selected using generally accepted criteria. As discussed
above, different statistical methods can be used to obtain a
highly accurate predictive model. Examples of such analysis
are provided in Examples 5, 11 and 12.

[0098] In one embodiment, hierarchical clustering is per-
formed in the derivation of a predictive model, where the
Pearson correlation is employed as the clustering metric.
One approach is to consider a patient atherosclerosis dataset
as a “learning sample” in a problem of “supervised learn-
ing”. CART is a standard in applications to medicine (Singer
(1999) Recursive Partitioning in the Health Sciences,
Springer), which may be modified by transforming any
qualitative features to quantitative features; sorting them by
attained significance levels, evaluated by sample reuse
methods for Hotelling’s T? statistic; and suitable application
of the lasso method. Problems in prediction are turned into
problems in regression without losing sight of prediction,
indeed by making suitable use of the Gini criterion for
classification in evaluating the quality of regressions.

[0099] This approach has led to what is termed FlexTree
(Huang (2004) PNAS 101:10529-10534). FlexTree has per-
formed very well in simulations and when applied to SNP
and other forms of data. Software automating FlexTree has
been developed. Alternatively LARTree or LART may be
used. Fortunately, recent efforts have led to the development
of such an approach, termed LARTree (or simply LART)
Turnbull (2005) Classification Trees with Subset Analysis
Selection by the Lasso, Stanford University. The name
reflects binary trees, as in CART and FlexTree; the lasso, as
has been noted; and the implementation of the lasso through
what is termed LARS by Efron et al. (2004) Annals of
Statistics 32:407-451. See, also, Huang et al. (2004) Tree-
structured supervised learning and the genetics of hyperten-
sion. Proc Natl Acad Sci USA. 101(29):10529-34.

[0100] Other methods of analysis that may be used include
logic regression. One method of logic regression Ruczinski
(2003) Journal of Computational and Graphical Statistics
12:475-512. Logic regression resembles CART in that its
classifier can be displayed as a binary tree. It is different in
that each node has Boolean statements about features that
are more general than the simple “and” statements produced
by CART.

[0101] Another approach is that of nearest shrunken cen-
troids (Tibshirani (2002) PNAS 99:6567-72). The technol-
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ogy is k-means-like, but has the advantage that by shrinking
cluster centers, one automatically selects features (as in the
lasso) so as to focus attention on small numbers of those that
are informative. The approach is available as PAM software
and is widely used. Two further sets of algorithms are
random forests (Breiman (2001) Machine Learning 45:5-32
and MART (Hastie (2001) The FElements of Statistical
Learning, Springer). These two methods are already “com-
mittee methods.” Thus, they involve predictors that “vote”
on outcome.

[0102] To provide significance ordering, the false discov-
ery rate (FDR) may be determined. First, a set of null
distributions of dissimilarity values is generated. In one
embodiment, the values of observed profiles are permuted to
create a sequence of distributions of correlation coefficients
obtained out of chance, thereby creating an appropriate set
of null distributions of correlation coeflicients (see Tusher et
al. (2001) PNAS 98, 5116-21, herein incorporated by ref-
erence). The set of null distribution is obtained by: permut-
ing the values of each profile for all available profiles;
calculating the pair-wise correlation coeflicients for all pro-
file; calculating the probability density function of the
correlation coefficients for this permutation; and repeating
the procedure for N times, where N is a large number,
usually 300. Using the N distributions, one calculates an
appropriate measure (mean, median, etc.) of the count of
correlation coefficient values that their values exceed the
value (of similarity) that is obtained from the distribution of
experimentally observed similarity values at given signifi-
cance level.

[0103] The FDR is the ratio of the number of the expected
falsely significant correlations (estimated from the correla-
tions greater than this selected Pearson correlation in the set
of randomized data) to the number of correlations greater
than this selected Pearson correlation in the empirical data
(significant correlations). This cut-off correlation value may
be applied to the correlations between experimental profiles.

[0104] Using the aforementioned distribution, a level of
confidence is chosen for significance. This is used to deter-
mine the lowest value of the correlation coefficient that
exceeds the result that would have obtained by chance.
Using this method, one obtains thresholds for positive
correlation, negative correlation or both. Using this thresh-
0ld(s), the user can filter the observed values of the pairwise
correlation coefficients and eliminate those that do not
exceed the threshold(s). Furthermore, an estimate of the
false positive rate can be obtained for a given threshold. For
each of the individual “random correlation” distributions,
one can find how many observations fall outside the thresh-
old range. This procedure provides a sequence of counts.
The mean and the standard deviation of the sequence
provide the average number of potential false positives and
its standard deviation.

[0105] In an alternative analytical approach, variables
chosen in the cross-sectional analysis are separately
employed as predictors. Given the specific ASCVD out-
come, the random lengths of time each patient will be
observed, and selection of proteomic and other features, a
parametric approach to analyzing survival may be better
than the widely applied semi-parametric Cox model. A
Weibull parametric fit of survival permits the hazard rate to
be monotonically increasing, decreasing, or constant, and
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also has a proportional hazards representation (as does the
Cox model) and an accelerated failure-time representation.
All the standard tools available in obtaining approximate
maximum likelihood estimators of regression coefficients
and functions of them are available with this model.

[0106] Inaddition the Cox models may be used, especially
since reductions of numbers of covariates to manageable
size with the lasso will significantly simplify the analysis,
allowing the possibility of an entirely nonparametric
approach to survival. These statistical tools are applicable to
all manner of proteomic data. A set of biomarker, clinical
and genetic data that can be easily determined, and that is
highly informative regarding detection of individuals with
clinically significant atherosclerotic coronary vascular dis-
ease is provided. Also, algorithms provide information
regarding risk of future cardiovascular events.

[0107] Inthe development of a predictive model, it may be
desirable to select a subset of markers, i.e. at least 3, at least
4, at least 5, at least 6, up to the complete set of markers.
Usually a subset of markers will be chosen that provides for
the needs of the quantitative sample analysis, e.g. availabil-
ity of reagents, convenience of quantitation, etc., while
maintaining a highly accurate predictive model.

[0108] The selection of a number of informative markers
for building classification models requires the definition of
a performance metric and a user-defined threshold for pro-
ducing a model with useful predictive ability based on this
metric. For example, the performance metric may be the
AUC, the sensitivity and/or specificity of the prediction as
well as the overall accuracy of the prediction model.

[0109] As described in Examples 5, 11 and 12, various
methods are used in a training model. The selection of a
subset of markers may be for a forward selection or a
backward selection of a marker subset. The number of
markers may be selected that will optimize the performance
of a model without the use of all the markers. One way to
define the optimum number of terms is to choose the number
of terms that produce a model with desired predictive ability
(e.g. an AUC>0.75, or equivalent measures of sensitivity/
specificity) that lies no more than one standard error from
the maximum value obtained for this metric using any
combination and number of terms used for the given algo-
rithm.

Reagents and Kits

[0110] Also provided are reagents and kits thereof for
practicing one or more of the above-described methods. The
subject reagents and kits thereof may vary greatly. Reagents
of interest include reagents specifically designed for use in
production of the above described expression profiles of
circulating protein markers associated with atherosclerotic
conditions.

[0111] One type of such reagent is an array or kit of
antibodies that bind to a marker set of interest. A variety of
different array formats are known in the art, with a wide
variety of different probe structures, substrate compositions
and attachment technologies. Representative array or kit
compositions of interest include or consist of reagents for
quantitation of at least two, at least three, at least four, at
least five or more markers are selected from M-CSF, eotaxin,
1P-10, MCP-1, MCP-2, MCP-3, MCP-4, IL-3, IL-5, IL-7,
IL-8, MIP1a, TNFa, and RANTES.
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[0112] In other embodiments, a representative array or kit
includes or consists of reagents for quantitation of at least
three protein markers selected from the group consisting of
MCP-1, MCP-2, MCP-3, MCP-4, eotaxin, IP-10, M-CSF,
IL-3, TNFa, Ang-2, IL-5, IL-7, and IGF-1. The at least three
protein markers may comprise or consist of a marker set
selected from the group consisting of MCP-1, IGF-1, TNFa;
MCP-1, IGF-1, M-CSF; ANG-2, IGF-1, M-CSF; and MCP-
4, IGF-1, M-CSF.

[0113] In other embodiments, a representative array or kit
includes or consists of reagents for quantitation of at least
four protein markers selected from the group consisting of
MCP-1, MCP-2, MCP-3, MCP-4, eotaxin, IP-10, M-CSF,
IL-3, TNFa, Ang-2, IL-5, IL-7, and IGF-1. The at least four
protein markers comprise or consist of MCP-1, MCP-2,
MCP-3, MCP-4, eotaxin, IP-10, M-CSF, IL-3, TNFa, Ang-2,
IL-5, IL-7, and IGF-1; MCP-1, IGF-1, TNFa, IL-5; MCP-1,
IGF-1, M-CSF, MCP-2; ANG-2, IGF-1, M-CSF, IL-5;
MCP-1, IGF-1, TNFa, MCP-2; and MCP-4, IGF-1, M-CSF,
IL-5.

[0114] In other embodiments, a representative array or kit
includes or consists of reagents for quantitation of at least
five protein markers selected from the group consisting of
MCP-1, MCP-2, MCP-3, MCP-4, eotaxin, IP-10, M-CSF,
IL-3, TNFa, Ang-2, IL-5, IL-7, and IGF-1. The at least five
markers may comprise or consist of a marker set selected
from the group consisting of MCP-1, MCP-2, MCP-3,
MCP-4, eotaxin, IP-10, M-CSF, IL-3, TNFa, Ang-2, IL-5,
IL-7, and IGF-1; MCP-1, IGF-1, TNFa, IL-5, M-CSF;
MCP-1, IGF-1, M-CSF, MCP-2, IP-10; ANG-2, IGF-1,
M-CSF, IL-5, TNFa; MCP-1, IGF-1, TNFa, MCP-2, IP-10;
MCP-4, IGF-1, M-CSF, IL-5, TNFa; and MCP-4, IGF-1,
M-CSF, IL-5, MCP-2.

[0115] Thekits may further include a software package for
statistical analysis of one or more phenotypes, and may
include a reference database for calculating the probability
of classification. The kit may include reagents employed in
the various methods, such as devices for withdrawing and
handling blood samples, second stage antibodies, ELISA
reagents; tubes, spin columns, and the like.

[0116] In addition to the above components, the subject
kits will further include instructions for practicing the sub-
ject methods. These instructions may be present in the
subject kits in a variety of forms, one or more of which may
be present in the kit. One form in which these instructions
may be present is as printed information on a suitable
medium or substrate, e.g., a piece or pieces of paper on
which the information is printed, in the packaging of the kit,
in a package insert, etc. Yet another means would be a
computer readable medium, e.g., diskette, CD, etc., on
which the information has been recorded. Yet another means
that may be present is a website address which may be used
via the internet to access the information at a removed site.
Any convenient means may be present in the kits.

EXAMPLES

[0117] Below are examples of specific embodiments for
carrying out the present invention. The examples are offered
for illustrative purposes only, and are not intended to limit
the scope of the present invention in any way. Efforts have
been made to ensure accuracy with respect to numbers used
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(e.g., amounts, temperatures, etc.), but some experimental
error and deviation should, of course, be allowed for.

Example 1

Serum Markers in an Animal Model for
Atherosclerosis

[0118] Serum Biomarker Data from Mouse Protein Arrays

[0119] Given the involvement of multiple biological path-
ways identified through transcriptional profiling of human
and mouse vascular tissue, a proof of concept study in mice
was designed to examine whether a multi-analyte approach
can lead to improved distinction among various stages of the
atherosclerotic disease process>?. The study demonstrated
that quantification of multiple disease related biomarkers
can provide a more sensitive and specific methodology for
assessing atherosclerotic disease in mice and possibly in
humans. The top serum protein classifiers identified in the
study represented diverse atherosclerosis related biological
processes including macrophages chemoattraction (Ccl9,
Ccl2), T-cell chemokine activity (Ccl21 and Ccl19), innate
immunity (IL-5), vascular calcification (Tnfsf11), angiogen-
esis (Vegfa), and high fat induced inflammation (Cxcll,
leptin). The signature pattern derived from simultaneous
measurement of these markers added to the specificity
needed for correct staging of atherosclerotic disease in mice.
Further validation of this approach was obtained in prospec-
tive cohort studies in humans as described in Examples 3
and 4, below.

[0120] To identify patterns of serum protein expression
that can be correlated to both disease progression and gene
expression in the vascular wall, we have taken advantage of
a longitudinal experimental design and mouse genetic model
and diet combinations that produce varying degrees of
atherosclerosis. Here, we have utilized a protein microarray
to identify a set of inflammatory biomarkers that are differ-
entially expressed in the sera of mice at levels that correlate
with various severity levels of disease. The vascular wall
gene expression for a subset of these markers was also
evaluated by quantitative real-time reverse transcriptase
polymerase chain reaction (RTPCR). Using classification
algorithms to identify a set of the most sensitive discrimi-
nators, we were able to show that unique signature patterns
of vascular-derived inflammatory biomarkers can accurately
predict different severities of atherosclerotic disease in mice.

[0121] Methods

[0122] Experimental design, serum collection, and RNA
preparation. All experiments were approved by the Stanford
Committee on Animal Research. The general experimental
design has been described previously (45). Three-week-old
female apoE knockout (C57BL/6J-Apoetm1Unc), C57B1/
6J, and C3H/Hel mice were purchased from Jackson Labo-
ratory (Bar Harbor, Me.). At 4 wk of age, the mice were
either continued on normal chow or were fed a high-fat diet
that included 21% anhydrous milkfat and 0.15% cholesterol
(Dyets no. 101511; Dyets, Bethlehem, Pa.) for a maximum
period of 40 wk. Serum was collected by retroorbital
approach for five to nine individual mice at every time point
for apoE-deficient mice on the high-fat diet from the same
cohort of mice as described previously. To control for diet
and genetic differences, serum was also collected at baseline
and at 40 wk from apoE knockout mice (C57BL/6]-
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Apoetm1Unc) on normal chow and from wild-type C57B1/
6J and C3H/HeJ mice on normal chow and high-fat diets.
Aortas from 15 mice (3 pools of 5) were harvested for RNA
isolation, as described previously (45), at each of the time
points for each of the conditions (strain-diet combination) to
parallel serum collection schedule. Total RNA was isolated
as described previously using a modified two-step purifica-
tion protocol (45, 47). Quantification of aortic atheroscle-
rotic plaque (determined as percent lesion area in entire
aorta) previously has been performed on this cohort of mice
and described in a prior publication (45). Serum and aortas
from a separate independent cohort of 16-wk old apoE-
deficient mice on high-fat diet for 2 wk (4 pools of 3-4
animals) were also used for classification purposes. The
rationale for pooling RNA and serum samples for microar-
ray hybridizations has been discussed previously (45-47,
49). All sample processing and protein hybridization were
performed at the same time to negate any potential techmcal
variability.

[0123] Protein biochip hybridization and data processing.
Serum samples were hybridized to Zyomyx Murine Cytok-
ine BioChips (Zyomyx, Hayward, Calif.) following the
manufacturer’s instructions, using the Zyomyx 1200 Assay
station (Zyomyx). Nine-point calibration curves were gen-
erated for each analyte for accurate determination of protein
levels in test sera (please see Supplement S4 for individual
calibration curves; available at the Physiological Genomics
web site). 1 Protein biochips were scanned using a Zyomyx
100 fluorescence scanner, and microarray gridding was
performed using GenPix Pro and Zyomyx ZDR version
4001 software. Intrachip (ratio of standard deviation of all
negative control features over the average intensity for those
features) and interchip variability (ratio of average standard
deviation over average of median intensities) were deter-
mined as measures of quality control. Protein arrays present
control variability ranging from 3 to ~15% and sensitivity
from 1 to 1,000 pg/ml depending on the analyte (see
Supplemental Calibration Curves for each analyte available
at  http://physiolgenomics.physiology.org/cgi/content/full/
00240.2005/DC1) (11). Values that were not in the linear
portion of the calibration curves were marked as missing
values. Numerical raw data were then migrated into an
Oracle relational database (CoBi) that has been designed
specifically for microarray data analysis (GeneData). Heat
maps were generated using HeatMap Builder software (7).
Detailed Supplemental Methods are available at http://
physiolgenomics.physiology.org/cgi/content/full/
00240.2005/DC1.

[0124] Protein selection algorithms and disease classifica-
tion. Protein selection and classification algorithms have
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been described previously (45). Briefly, for supervised
analyses, we used Expressionist software version 5.0 (Gene-
Data), which employs a number of classification algorithms
to rank genes based on their utility for class discrimination
between time points of 0, 10, 24, and 40 wk in apoE mice
on high-fat diet. These algorithms included analysis of
variance (ANOVA), support vector machine (SVM) (4), and
recursive feature elimination (RFE) (16), which is a recur-
sive version of the SVM weight where genes are ranked
repeatedly and a fixed fraction of worst scorers are removed
each time (35). We also used the previously described
prediction analysis of microarray (PAM) as an additional
classification algorithm (48). Each method was then used to
determine the optimal number of ranked genes to classify
the experiments into their correct groups at minimal error
rate. The optimal error rate or misclassification was calcu-
lated by cross-validation with 25% of the experiments as the
test group and the rest as the training group. This was
reiterated 1,000 times for ANOVA, SVM, and RFE algo-
rithms. In our analyses, we used a linear kernel for SVM and
RFE; a nonlinear Gaussian kernel yielded similar results.
This minimal subset of classifier genes was then used for
cross-validation as well as classification of another indepen-
dent data set. Detailed methods are provided in http://
physiolgenomics.physiology.org/cgi/content/full/
00240.2005/DC1.

[0125] Cross-validation and analysis of independent data
sets. To determine the accuracy of classification based on the
small subset of proteins identified earlier, we utilized the
SVM algorithm (linear kernel) to generate a confusion
matrix using cross-validation with repeated splits into 75%
training and 25% test sets. Results are represented in tabular
fashion. We also utilized the SVM algorithm for classifica-
tion of independent groups of experiments as described
previously (45, 50). In this analysis, we used the four time
points in apoE-deficient mice as the training set and the
independent set of experiments as the test set. SVM output
for each experiment based on one-vs.-all comparisons was
represented graphically in a heat map format (see FIG. 3),
which is the normalized margin value for each of the four
SVM classifiers mentioned above. The SVM output allows
us to view how a new experiment is classified according to
the four SVM hyperplanes. Detailed methods are available
at  http:/physiolgenomics.physiology.org/cgi/content/full/
00240.2005/DC1.

[0126] Quantitative real-time RT-PCR. Primers and
probes for 10 genes of interest were obtained from Applied

Biosystems Assays-on-Demand for Tagman analysis (Table
2).

TABLE 2

Zymomyx Mu__chip Name Mm_ Symbol Hs_Symbol UGCluster Mm_LLID UGCluster Hs_LLID Mm__ABI-Tagman
Mu__Eotaxin Eotaxin Celll CCL11 Mm.4686 20292 Hs.54460 6356  Mm00441238_ml
Mu_MIP-3b MIP-3b Ccl19 CCL19 Hs.50002 6363  MmO00839967_ gl
Mu_MCP-1 MCP-1 Cel2 CCL2 Mm.290320 20296 Hs.303649 6347  Mm00441242_ml
Mu__TCA4/6Ckine TCA4/6Ckine  Ccl21 CCL21 Hs.57907 6366  Custom Design

Mu_ MIP-1g MIP-1g Ccl9 CCL9 Mm.2271 20308 Mm00441260_m1
Mu__GCSF GCSF Csf3 CSF3 Mm.1238 12985 Hs.2233 1440 MmO00438334__ml
Mu__MIP-2 MIP-2 Cxcl2 CXCL1 Mm.4979 20310 Hs.789 2919  Mm00436450__ml
Mu_IL-6 IL-6 16 IL6 Mm.1019 16193 Mm00446190__m1
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TABLE 2-continued

Zymomyx Mu__chip Name Mm_ Symbol Hs__Symbol UGCluster Mm_LLID UGCluster Hs_ LLID Mm__ ABI-Tagman
Mu_TRANCE TRANCE Tnfsfl1 TNFSF11 Mm.249221 21943 Hs.333791 8600  MmO00441908__ml
Mu__MCP-5 MCP-5 Ccll2 CCL12 Mm.867 20293 Custom Design

Reactions were performed in triplicate assays using repre-
sentative RNA samples derived from three pools of five
aortas as described previously (45-47).

[0127] Results

[0128] Temporal patterns of protein expression during
atherogenesis in apoE-deficient mice. We have demon-
strated previously (45) the extent of atherosclerotic lesions
in this cohort of apoE-deficient mice. Given the extensive
atherosclerotic lesions in the aorta as well as the aortic valve
of the apoEdeficient mice, other vascular beds were not
examined in these studies. To identify serum markers that
correlate with the extent of atherosclerotic lesions, we have
utilized a protein microarray to simultaneously measure the
serum level of 30 inflammatory markers in apoE-deficient
mice on a high-fat diet throughout the time course of disease
development. For control groups, we utilized the apoE-
deficient mice on normal diet as well as wild-type C57B1/6]J
and C3H/Hel mice at two time points. Eight out of the thirty
markers measured did not reveal significant serum expres-
sion levels. Twenty-two markers revealed unique time-
related patterns of expression, some of which closely cor-
related with the extent of atherosclerotic lesions in the aorta
previously described in this cohort of mice (FIG. 1) (45).
These markers included various chemokines (Ccl2, Ccl9,
Cclll, Ccll9, Ccl21, Cxcll, and Cxcl2) and several cytok-
ines (112, 114, 115, 116, 1110, and I112) as well as other
inflammatory proteins (Csfl, Csf2, Csf3, Ifng, Tnfsf11) and
Vegfa. The vast majority of these markers had higher
expression in apoE-deficient mice compared with control
wild-type C57B1/6]J and C3H/Hel mice (FIG. 2). As
described previously, under similar conditions, the control
mice did not develop histologically evident atherosclerotic
lesions (47); therefore, disease-related changes can be
readily distinguished from other factors such as high-fat diet
and aging.

[0129] Strain-specific protein expression with high-fat diet
and aging. To account for atherosclerosis-independent varia-
tion in serum protein levels due to high-fat diet, aging, and
genetic background, we used a number of controls including
two previously well-studied mouse strains with different
propensities to develop atherosclerosis, two different diets,
and a longitudinal experimental design. We have shown
previously that these control mice did not develop athero-
sclerotic lesions and thus were appropriate controls to
account for these independent variables and possible inter-
actions among them. As a result, we were able to identify
differentially expressed proteins that are likely to be related
to each variable and distinguish those specifically related to
vascular disease processes in the apoE-deficient model.
Simple ANOVA revealed at least 12 markers that were
differentially expressed among the various diet-strain-time
combinations (FIG. 2). To account for possible interactions
among the three independent variables, we utilized three-
way ANOVA. Three independent variables have three first-
order interactions (time-strain, time-diet, strain-diet) and

one second order interaction (time-strain-diet). Accounting
for interactions among all three factors, we identified five
proteins as differentially expressed (3-way ANOVA,
P<0.05), including Ccl9, Ccl21, Cclll, Csfl, and I112b.

[0130] At the later time points, the high-fat diet also
stimulated an inflammatory response in C57B1/6 wild-type
mice, as represented by elevated serum levels for a number
of inflammatory markers (FIG. 2). C3H/HeJ mice, on the
other hand, had the lowest levels of inflammatory markers,
even when on the high-fat diet. This finding is consistent
with observations from our prior study comparing the aortic
vascular wall gene expression in C3H/Hel mice with that of
C57B1/6] mice. That study concluded C57B1/6] mice have
a higher genetic propensity for the expression of inflamma-
tory markers in atherosclerosis.

[0131] Identification of time-specific protein expression
signature pattern in mouse serum. Classification approaches
to human cancer have provided significant insights regard-
ing the clinical features of the tumor, including propensity to
metastasis, medication responsiveness, and long-term prog-
nosis (13, 23, 33, 43). For atherosclerosis, the clinical utility
of classification algorithms will be in prediction of future
events. In a previous study, we have applied classification
algorithms to establish a panel of genes whose expression in
the vessel wall could accurately classify disease severity in
atherosclerotic vascular tissue derived from both mice and
humans (45). In the current study, we have employed a
similar approach to identify a minimal subset of serum
proteins to accurately classify each proteomic experiment
with one of the four defined stages of atherosclerosis in mice
(FIG. 3). Here we utilized several well-known classification
algorithms to identify the variables that can best distinguish
between the mice with different disease states. These algo-
rithms included RFE, SVM, and ANOVA. We also used
PAM as an additional classification algorithm. These algo-
rithms rank the proteins based on their utility for class
discrimination between time points of 0, 10, 24, and 40 wk
in apoE mice on high-fat diet. Our results demonstrated that
a small subset of proteins (Ccl21, Ccl9, Csf3, Tnfsfl1,
Vegfa, Cclll, Ccl2) were identified by a majority of the
algorithms (FIG. 3A).

[0132] The predictive power of the signature pattern of
this panel was superior to any single marker, since no
individual marker was able to accurately classify the various
disease states (analysis not shown). To determine the utility
of serum levels of these proteins for classification of mice
with different disease states, we utilized the SVM algorithm
(linear kernel) to generate a confusion matrix using cross-
validation with repeated splits into 75% training and 25%
test sets. This algorithm demonstrated that the signature
pattern of expression of these serum proteins can distinguish
groups of mice with and without disease with up to 100%
accuracy (FIG. 3B). Mice with intermediate stages of the
disease are also distinguished from the other stages with a
high degree of accuracy (79.6-100%) (FIG. 3B).
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[0133] Cross-validation and analysis of independent data
sets. A key proof of the utility of a defined set of classifier
proteins is their ability to correctly classify data from an
independent experiment. To validate the utility of the clas-
sifier proteins, we investigated their ability to accurately
categorize an independent group of 16-wk-old apoE-defi-
cient mice. Using the SVM classification algorithm, we were
able to accurately classify each of the replicate experiments
with the correct stage of the disease process (FIG. 3C). As
indicated by the greatest correlation between protein expres-
sion in this independent group of mice and protein expres-
sion patterns in the original experimental group, aged 10 wk,
the classifier proteins accurately matched this validation data
set to the closest time point in the training set. It is important
to note that, in this analysis, the independent data set (“test”)
was not included in the training set (“known”).

[0134] Biomarker serum protein levels correlate with vas-
cular wall gene expression levels. Those biomarkers whose
circulating protein levels correlate with molecular events
and expression levels in the vessel wall are expected to be
most informative about vascular disease. To investigate such
correlations, and to gain insights from the biomarker data
regarding the pathophysiology of atherosclerosis, we have
investigated vascular wall gene expression patterns for
genes encoding informative biomarkers. Using quantitative
real-time RT-PCR, we were able to correlate serum protein
levels of several markers with their vascular RNA expres-
sion. Among the markers studied, Ccl21 (r=0.91), Ccl2
(r=0.97), Ccl19 (r=0.80), and Cclll (r=0.67) revealed a
remarkably high correlation between time-related increase
in gene expression and in serum levels (FIG. 4). Although
these data do not exclude expression of these markers in
other tissues, they suggest that expression is particularly
associated with the atherosclerotic vascular wall. Pearson
correlation values were determined comparing normalized
average ratios of serum protein level, vascular gene expres-
sion, and time on high-fat diet (log10 of no. of wk on diet).
A correlation coeflicient (r) between mRNA expression in an
atherosclerotic vessel wall and serum levels of the encoded
protein are considered significant if r is at least 0.6; at least
0.7; at least 0.8; at least 0.9, or higher.

[0135] Discussion

[0136] There is an obvious need for improved tools to
diagnose and treat preclinical atherosclerosis. At present,
although insights into mechanisms and circumstances of
atherosclerosis are increasing, our methods for identifying
the high-risk patients and predicting the efficacy of measures
to prevent coronary artery disease are still inadequate.
Because of a lack of highly sensitive and specific biomarkers
for atherosclerotic disease, the first clinical presentation of
more than one-half of these patients is either myocardial
infarction or death (19, 20). Several inflammatory markers
have been studied in the context of atherosclerosis, both in
mice and humans, and the results have strengthened the
inflammatory hypothesis of atherosclerosis (38). However,
each study has focused on only a few individual markers,
some lack longitudinal design, and only a few demonstrate
direct correlation with gene expression at the vascular level
(25, 29, 34).

[0137] Currently, the general markers of inflammation,
although proposed for use in risk stratification of patients
with atherosclerotic disease, are not used in the screening of

May 3, 2007

asymptomatic patients for accurate disease classification
and, more importantly, for prediction of first cardiovascular
events. The lack of specificity of markers such as C-reactive
protein (CRP) and fibrinogen may stem from the fact that
they are not derived from the vasculature and may signal
inflammation in any organ. It is also possible that, because
of heterogeneity among the population at risk, a single
marker cannot provide sufficient information for accurate
prediction of disease. For similar reasons, these general
markers of inflammation such as CRP and sedimentation
rate (ESR) have been long abandoned as specific diagnostic
markers in other inflammatory diseases such as lupus (SLE)
and rheumatoid arthritis (RA).

[0138] We have shown previously with RNA profiling
studies of mouse aortic tissues, with the same experimental
design as that used here, that it is possible to identify a small
number of genes capable of classifying disease severity (45).
Obviously, given that the vascular tissue is not readily
accessible, identification of protein markers in the serum can
have practical implications in developing diagnostic tools
for diagnosis of coronary artery disease in humans. In the
work reported here, we have investigated inflammatory
serum biomarker abundance patterns and whether a subset
of these biomarkers can be used to classify animals with
respect to disease progression. Scientifically, these two types
of information are complementary and provide significantly
greater insights into the detailed molecular mechanisms of
the disease, from gene transcription to translation to intra-
cellular pathways to secretion of mediators into the serum.
As noted above, identification of the serum marker profile
for a given disease state allows the development of nonin-
vasive diagnostic approaches that can be used in humans.
Because we also have a detailed microarray-based picture of
the transcriptional landscape in the diseased tissue, we can
use this view to assess upstream components in the path-
ways that lead to inflammatory mediator expression, the first
step in developing highly targeted therapeutics. Indeed,
serum assays such the one described here can then be used
to assay the ultimate effects of such therapeutics. We utilized
protein microarrays for simultaneous protein expression
profiling of sera from various mouse models of atheroscle-
rosis with different susceptibilities and severities of athero-
sclerosis. Using classification algorithms similar to those
utilized in classifying cancer progression and type, we were
able to show that the unique signature patterns of these
vascular-derived biomarkers could accurately predict differ-
ent severities of atherosclerotic disease in mice.

[0139] In the prior study (45), our analysis revealed that
the microarray gene expression profile of the independent
data set derived from the 16-wk time point associated more
closely with the 24-wk time point, whereas, in the present
study, the protein profiles of the similar time point correlated
more closely with the 10-wk time point. This finding may
offer a number of interesting hypotheses. Given the limited
number of probes in the current protein microarray, the
protein classifiers in the current study are different from the
gene classifiers identified in the prior study. It is also
possible that time-related increase in serum protein expres-
sion lags behind changes at the level of vascular wall gene
expression.

[0140] Because there may not be a direct correlation
between vascular gene expression and serum protein levels
for the same markers because of various factors such as
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posttranscriptional modification and protein stability, an
important validation of these data was the demonstration of
disease-related vascular gene expression for a subset of
these markers. We show a correlation between the time-
related serum levels of these markers and their gene expres-
sion in the vessel wall. The time-dependent correlation of
disease progression and vascular gene expression suggests
that the primary site of marker production is the vessel wall.
However, the vasculature may not be the sole source of the
inflammatory markers, and it is possible that other tissues
such as muscle, spleen, adipose tissue, or liver may contrib-
ute to the serum levels of these markers, as suggested by
previous reports (22). One marker evaluated in our studies,
116, is known to be produced in muscle and liver as well as
the vascular wall. Interestingly, the serum abundance of 116
did not correlate with the temporal development of disease,
correlating only weakly with gene expression in the vascular
wall. These findings suggest that other tissues may contrib-
ute to serum levels of some markers, such as 116, but that the
levels of these were not correlated with the disease state
studied and do not contribute to the classification panel.

[0141] The serum level of some of the systemic inflam-
matory markers may also be confounded by differences in
metabolic parameters among the various mice studied. It has
been demonstrated that a high-fat diet stimulates an inflam-
matory response in the liver (22). The level of expression of
these genes remains high throughout the high-fat feeding
period. We controlled for these systemic effects by compar-
ing mice fed high-fat diets during both the early and late
atherosclerosis stages, so that serum lipid levels are constant
(14) but the degree of atherosclerosis changes. These meta-
bolic parameters therefore have a poor correlation with the
serum level of markers which demonstrate a linear increase
with time. Thus temporal changes in vascular-derived
marker serum levels correlate more closely with the degree
of atherosclerosis and not lipid levels.

[0142] The markers identified in this study provide strong
support for the inflammatory nature of atherosclerosis, and
the individual markers identified offer some insights into the
underlying mechanisms of the disease in mice. These mark-
ers include important chemokines specific for both mac-
rophages and T cells. Ccl21 (originally Exodus-2/SLC/
6Ckine/TCA4) is the most powerful chemoattractant yet
identified for T cells and plays an important role in T cell
adhesion and trafficking from the vasculature to tissue sites
of inflammation (30). Related chemokines Cxcl2 and Ccl19,
also expressed at high levels in our experiments, mediate the
firm adherence of T cells to the endothelium by stimulating
lymphocyte function-associated antigen-1 (LFA-1) (6, 15).
Importantly, Ccl21 is not thought to play a role in T cell
effector function during a normal immune response but has
been found to be highly induced in endothelial cells in T
cell-mediated autoimmune diseases (8). Therefore, the novel
finding of disease-related high-level circulating Ccl21, and
highly correlated expression of CCL21 in the diseased
vessel wall, raises the question of whether autoimmune
pathways may play a role in the development of atheroscle-
rosis in mice (44). Ccl21 levels in human disease remain to
be measured. Ccll9 [macrophage inflammatory protein
(MIP)-3b] has a somewhat similar function to Ccl21. It
binds the same receptor, Ccr7, and is a potent chemoattrac-
tant for both T cells and B cells. But unlike Ccl21, it appears
to also play a role in normal T cell function. Its expression
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in the atherosclerotic vasculature and the high correlation
between serum levels and aortic gene expression are both
novel findings.

[0143] The roles of Ccl2 (Mcpl or JE) (3) and Cclll
(Eotaxin) (10, 17) in atherosclerosis are well established and
confirm our findings. We have also documented that the
serum levels of both Cxcl2 (MIP-2) and Cxcll (KC) are
elevated in sera of atherosclerotic mice, consistent with
serum levels described by other investigators (29). As was
described in that study (29), we found levels of Cxcl2
(MIP-2) to be less reliable. Moreover, given the lower
correlation of serum levels with aortic gene expression, it
appears that significant amounts of Cxcl2 may be produced
by nonvascular tissues, confirming previous observations
(29). Nonetheless, we found that the correlation with vas-
cular gene expression of Cxcl2 was still better than other
markers such as 116 and Csf3. Despite the increased levels of
Cxcll (KC), we did not find this marker to be a consistent
predictor of disease, which is consistent with a recent study
(34). Vegfa has recently been described as an independent
predictor of acute coronary syndrome (18, 24). Our study
supports Vegfa as a reasonable classifier in at least three of
the algorithms used, confirming its potential utility in moni-
toring human disease. Another very interesting finding in
our study is the role of Tnfsfl1 (TRANCE) in atheroscle-
rosis. Tnfsf11 is a member of tumor necrosis factor (TNF)
cytokine family and a ligand for osteoprotegerin which
functions as a key factor for osteoclast differentiation and
activation. This protein is also known to be a dentritic cell
survivor factor and is involved in the regulation of T
cell-dependent immune response. Osteoprotegerin has
recently been identified as a potential risk factor for pro-
gressive atherosclerosis and cardiovascular disease in
humans (21, 37). Other cytokines that have been speculated
to play a role in atherosclerosis include I112b (25) and 115
(9). Although we demonstrated their serum level to be
predictive of disease state, we failed to confirm vascular-
specific expression of 1112b in atherosclerotic lesions.

[0144] In summary, the top serum protein classifiers iden-
tified in our study encompass a wide range of atherosclerotic
biological processes including macrophage chemoattraction
(Ccl9, Ccl2), T cell chemokine activity (Ccl21 and Ccl19),
innate immunity (I15), vascular calcification (Tnfsfl11),
angiogenesis (Vegfa), and high fat-induced inflammation
(Cxcll and possibly leptin). The signature pattern derived
from simultaneous measurement of these markers, which
represent diverse atherosclerosis-related biological pro-
cesses, will likely add to the specificity needed for diagnosis
of atherosclerotic disease. Further validation of this
approach with appropriate prospective trials in human sub-
jects has lead to improved screening diagnostic tools in
atherosclerosis and coronary artery disease, as described in
Examples 3 through 12, below.
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Example 2

Protein Microarray Analysis

[0195] To assess the performance of an antibody array of
different chemokines (Eotaxin, IP-10, MCP-1, MCP-2,
MCP-3, MCP-4, IL-8, MIPla, and RANTES), we used a
commercially available Schleicher and Schuell protein
microspot array (FastQuant Human Chemokine, S&S Bio-
scences Inc., Keene, N.H., US). This array platform utilizes
multiple monoclonal highly-specific antibodies spotted onto
standard microscope slides coated with a 3-D nitrocellulose
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surface. with human circulating samples, we chose a group
of 11 cases known to have severe coronary artery disease by
history and unequivocal positive exercise test or coronary
catheterization, and 9 controls with no history and negative
exercise or coronary angiogram. Circulating samples were
collected and kept frozen at —80C, then thawed immediately
prior to use on the array. Each sample was incubated on two
replicate arrays. The 11 patient samples and 9 controls were
evaluated on a total of 8 slides (8 arrays per slide) made in
one print run.

[0196] Reproducibility between arrays was good, as evi-
denced by replicate experiments done for each sample in the
study. For each antibody, a median background subtracted
signal of 4 replicate features printed on the same array was
plotted against each median obtained in the replicate experi-
ment. A correlation coefficient of 0.99 between measure-
ments with replicate experiments was common, indicating
excellent agreement between the two sets of array data.

[0197] In the analysis that follows, each analyte circulat-
ing measurement represents the average of four measure-
ments on a single circulating sample, from which was
subtracted corresponding average measurements from the
blank slide, and analyses conducted with log(10) values of
this difference. Protein levels in the group of 9 control
samples were compared to protein levels in the group of 11
cases. For each protein, distribution of protein levels in case
and control groups were compared using the Gaussian error
score, which measures the overlap of normal distributions fit
to values in each group of samples, and graphed as a heat
map. The Gaussian plot shows the actual distribution of
protein levels in two groups for the MMP-2/TIMP-2 com-
plex. There is not one single protein measurement that can
provide clear separation of the small numbers of individuals
in these groups, and the overlapping signal distribution is
clearly seen with the Gaussian plots. While the goal of this
work was not to identify classification algorithms, it was
possible to classify case and control samples by combining
a small number of the top proteins with Fisher’s Linear
Discriminant Analysis.

[0198] To validate the findings from the array, we used the
standard ELISA sandwich format assay, employing the same
capture and detection antibodies that are used with the array.
Although the antibody pairs used in the array are from
commercial sources and have already been validated for
ELISA by the supplier, they were checked prior to use in the
array to ensure that they were working according to sensi-
tivity specifications. Case and control human circulating
samples are analyzed with ELISA methodology, and the
ELISA data compared with the array data. The comparative
data for one such analyte, circulating leptin showed a good
correlation, whether the ELISA was performed on 10-fold or
20-fold dilutions of the samples.

Example 3

Signature Pattern of Circulating Inflammatory
markers for Accurate Prediction and Diagnosis of
Human Coronary Artery Disease

[0199] Serum Biomarker Data from Human Pilot Study

[0200] Given the encouraging results obtained in
Examples 1 and 2, we examined whether protein microar-
rays can be used to identify signature patterns of serum
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inflammatory proteins that can serve as highly sensitive and
specific markers of atherosclerotic disease in humans. To
investigate this approach we designed a nested case-control
study by selecting 51 patients with clinically significant
CAD and 44 healthy control subjects from a large clinical
epidemiological study designed to examine risk factors and
genetic determinants of atherosclerosis. Serum samples col-
lected at the time of enrollment were used for simultaneous
measurement of multiple inflammatory markers using a
protein microarray. Concentrations of a subset of the ana-
lytes tested were significantly higher in case subjects. Clas-
sification algorithms using the serum expression profile of
these markers accurately stratified CAD subjects compared
to controls. Moreover, the unique signature pattern of the
biomarkers significantly improved the predictive capacity of
other known markers of CAD. In this pilot study we were
able to demonstrate that a signature pattern of circulating
inflammatory markers accurately identifies patients with
atherosclerotic disease.

[0201]

[0202] Atherosclerotic cardiovascular disease (ASCVD)
is the primary cause of morbidity and mortality in the
developed world" 2. However, due to lack of accurate early
diagnostic markers, the first clinical presentation of more
than half of the patients with coronary artery disease (CAD)
is either myocardial infarction or death® *!» 2. Inflammation
has been implicated in all stages of ASCVD and is consid-
ered to be the pathophysiological basis of atherogenesis,
providing a potential marker of the disease process” ° 7.

Introduction

[0203] FElevated serum inflammatory biomarkers have
been shown to stratify cardiovascular risk and assess
response to therapy in large epidemiological studies®.
Although potentially useful in risk stratification, the current
inflammatory markers lack sufficient disease specificity to
be used as a screening tool in CAD diagnostics. The lack of
accuracy of current markers, such as C-reactive protein
(CRP) and fibrinogen, may stem from the fact that they are
not primarily derived from the vascular wall nor produced
primarily by cells involved in the vascular inflammatory
process, and may signal inflammation in a number of
different organs and tissues. In addition, it is also possible
that, due to the heterogeneity of the disease phenotype in the
population at risk, a single marker could not provide suffi-
cient information for an accurate assessment of the vascular
damage in coronary circulation. For similar reasons, the
general markers of inflammation such as CRP and erythro-
cytes sedimentation rate (ESR) have been long abandoned as
specific diagnostic markers in other inflammatory diseases
such as lupus (SLE) and rheumatoid arthritis (RA) although
they remain tools to risk stratification and response to
therapy in clinical practice

[0204] Thus, there is a critical need for biomarkers that
more accurately reflect ASCVD activity, and can be used as
highly sensitive and specific assays for patient identification.
We hypothesize that unique signature patterns of circulating
inflammatory proteins can be used to better identify indi-
viduals with CAD. To address this issue, we designed a
nested case-control study by selecting 51 patients with
recent myocardial infarction (MI) and 44 healthy control
subjects from the ADVANCE Study ((Atherosclerotic Dis-
ease, VAscular FuNction, & GenetiC Epidemiology), a
population-based study on the genetic susceptibility of ath-
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erosclerosis. Using serum samples collected at the time of
enrolment, we performed a simultaneous measurement of
nine inflammatory markers with a commercially available
protein microarray. For data analysis we also included
extensive clinical variables such as medical history, medi-
cation profile, personal and family history (first degree
relatives) as well as plasma glucose, insulin, and C-reactive
protein (CRP) levels. Statistical algorithms identified a
signature pattern of protein biomarkers that, when used in
combination with other clinical variables, accurately classi-
fied individuals with CAD and controls.

[0205] Methods
[0206] Patient Selection and Clinical Data

[0207] All study protocols were reviewed and approved by
Institution Review Board. Patients were randomly selected
from two different groups of the ADVANCE study cohort, a
larger genetic epidemiological study conducted in collabo-
ration between Stanford Cardiovascular division and the
Northern California Kaiser Permanente Medical Care Pro-
gram, Division of Research, and designed to investigate the
genetic determinants of cardiovascular disease. ADVANCE
recruited a total of 3666 individuals in the San Francisco
Bay Area, who were stratified based on sex and age to
represent the Northern California population. All potential
subjects gave written, informed consent to participate and
the study protocol was approved by the Human Subjects
Committees of both Stanford University and Kaiser Division
of Research. The ADVANCE study cohort is structured in
well-characterized clinical groups: 743 young, apparently
healthy controls (group 1); 1023 older controls (group 2);
503 young CAD cases (group 3); 926 older newly diagnosed
CAD cases, with documented first-onset myocardial infarc-
tion (MI) at the time of enrollment with median time of
event to enrollment of 3.4 months (group 4); and 471 older
cases of first-onset stable angina (group 5). From group 2
and 4 we selected a total of 95 Caucasian subjects, 44 MI
cases and 51 controls, by gender-stratified random sampling.
Extensive ADVANCE study database includes clinical vari-
ables such as medical history, medication profile, personal
and family history (first degree relatives) as well as plasma
glucose, insulin, C-reactive protein (CRP) levels, and lipid
profile. Lipid profiles were available in group 2 only. Case
subjects included 45-75 years old men and 55-75 women
with first presentation of CAD as an acute MI. These
subjects were identified by presence of a primary hospital
discharge diagnosis code of 410.x and elevated cardiac
enzymes during hospitalization or within 72 hours prior to
admission (either troponin I level24.0 ng/mL or, at least,
one elevated value of CK-MB=5.6 ng/ml or CK-MB
%=3.3 ng/mL). Serum was collected between 7 to 20 weeks
after the index event (median 3.4 months). A committee of
ADVANCE study investigators reviewed the clinical docu-
mentation to confirm the diagnosis. Controls were 60 to 69
years old individuals, of both sexes, without clinical history
of any ASCVD manifestation or other major diseases, as
reported by their primary care physician and the Kaiser
Permanente database. Clinical data and fasting serum speci-
mens were collected during the first visit after enrolment to
ADVANCE study. Plasma concentrations of glucose and
insulin were measured with standard methodologies. CRP
was determined by high-sensitivity ELISA assay.
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[0208] Protein Microarray Hybridization and Data Pro-
cessing

[0209] To assess the concentrations of 9 different chemok-
ines (Eotaxin, IP-10, MCP-1, MCP-2, MCP-3, MCP-4, IL-8,
MIP1la, and RANTES), we used a commercially available
Schleicher and Schuell protein microspot array (FastQuant
Human Chemokine, S&S Bioscences Inc., Keene, N.H.,
US). This array platform utilizes multiple monoclonal
highly-specific antibodies spotted onto standard microscope
slides coated with a 3-D nitrocellulose surface. The sensi-
tivity and specificity of these markers and correlation to
conventional ELISA has been demonstrated previously.
Lack of cross-reactivity among these markers has been
established previously. Plasma samples are hybridized to
protein arrays using manufacturer’s instructions, followed
by addition of a biotinylated secondary antibody and Cy5-
streptavidine conjugate. Resulting fluorescence intensity
was measured using an Axon Genepix 4000B microarray
scanner in conjunction with a feature extraction software
(Array Vision Fast 8.0, S&S Biosciences) to convert the
scanned image into numeric intensities. Absolute concen-
trations were measured by interpolation of intensity values
with internal standard references run in parallel. Fast Quant
protein arrays present control variability ranging from 3 to
about 15% and sensitivity from 1 to 10 pg/ml, depending on
the specific analyte. Accuracy of FastQuant protein arrays
are comparable to the correspondent ELISA determina-
tions'® '! with a similar linear range. Detailed supplemental
methods and quality control results for the current study are
provided online on publisher’s website (see supplemental
materials for Ardigo, Tabibiazar, et al., “Signature Patterns
of Circulating Biomarkers Accurately Predict Presence of
Coronary Artery Disease”), including array reproducibility
and standard curves.

[0210] Numerical raw data were subsequently both ana-
lyzed in local Windows workstations and migrated into an
Oracle relational database specifically designed for microar-
ray data analysis. For technical reasons, RANTES and IL-8
were discounted from further analysis. The RANTES stan-
dard curve was non-sigmoidal and, therefore, did not have a
linear portion for calculating concentrations. In both case
subjects and control samples, most of the IL-8 values were
outside the standard curve limits.

[0211] Statistical Analysis

[0212] Differences in clinical characteristics between the
two groups were investigated using Mann-Whitney’s U and
Chi-square tests, for continuous and nominal variables
respectively. The level of significance was computed by
Monte Carlo approach. A general linear model (GLM)
multivariate analysis was performed to identify differences
in chemokines between cases and controls, before and after
adjustment for clinical variables unequally distributed
between the two groups at U and Chi tests.

[0213] The diagnostic performance of chemokines was
tested by Receiver Operating Characteristic (ROC) curves.'?
Logistic regression (LR) analysis was used to verify the
contribution of chemokine values in the discrimination
between cases and controls. Age, gender, and clinical vari-
ables significantly different between the two groups in the
bivariate analysis were also included into the models as
independent variables. Since the difference between the two
groups in the intake of medications typically prescribed to
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CAD patients, such as ACE-inhibitors and statins, would
have introduced spurious predictors of disease in the model,
we decided to exclude any information about pharmacologi-
cal treatments from the analysis.

[0214] Three different LR models were created to manage
the presence of several issues: relatively elevated number of
independent variables, presence of missing values (about 10
values in 8 subjects), and co-linearity among chemokine
concentrations. A stepwise model, with forward selection of
the variables (entry probability 0.05; removal probability
0.15), was performed twice: without and with estimation of
the missing values by conditional mean. A third LR model,
specifically conceived to address the colinearity issue,
included a chemokine score along with the clinical vari-
ables. The score computation consisted of recoding each
chemokine concentration on a 1 to 10 scale (based on
deciles) and then averaging the scale values for any avail-
able chemokine values. Full-length description of tests
issues, models building process, and estimation procedure
for missing values, is available on-line as supplemental
material. U and Chi-square tests, GLM, ROC, and LR were
performed using SPSS statistical software for Windows,
version 12.0 (SPSS Inc., Chicago, I11.).

[0215] To overlook data structure, we performed a two
dimensional hierarchical clustering analysis (2D-HC).
2D-HC was built using the open-source software TMev, ver.
3.0 (TM4 suite, The Institute for Genomic Research, Rock-
ville, Md.)"®. Analysis was conducted using complete link-
age and Pearson’s correlation as distance metrics. To deter-
mine the directions of maximum variance in our data, we
employed principal component analysis (PCA) in log2 base.

[0216] Protein Selection Algorithms and Disease State
Classification:

[0217] Protein selection and classification algorithms have
been described previously (Tabibiazar 2005 Physiol Genom-
ics. 2005 Jul. 14; 22(2):213-26), incorporated by reference).
Briefly, for supervised analyses we utilized a number of
classification algorithms to rank genes based on their utility
for class discrimination between case and control subjects.
The algorithms used in this analysis included Support Vector
Machine (SVM)'* and Recursive Feature Elimination
(RFE)"'?, a recursive version of SVM in which variables are
ranked repeatedly while a fixed fraction of worst scorers are
removed each time'®. SVM-RFE was used to determine the
optimal number of ranked variables to classify the experi-
ments into their correct groups at minimal error rate. The
optimal error rate or misclassification is calculated by 1000-
times reiterated cross-validation, with 25% of the experi-
ments as the test group and the rest as the training group. As
internal validation for the SVM results we also used the
following supervised classification algorithms: Classifica-
tion and Regression Tree (CART), Linear Discriminant
Analysis (LDA), and Logistic Regression (previously
described in this section). CART is a flexible hierarchical
system of classification by a sequence of binary if-then
logical conditions that allows setting the degree of individu-
alization of the results and the proportional cost of misclas-
sification. To get a highly accurate classification, we
designed terminal nodes to contain pure subgroups or no
more than 5 subjects. A priori information included equal
class sizes with equal misclassification costs for each of the
two classes. Cross-validation of the results was performed
by multiple random permutations of 10% of the subjects.
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[0218] Results
[0219] Clinical Characteristics of the Subjects

[0220] As shown in FIG. 5, the case and control groups
differ in a number of important characteristics reflecting well
established risk factors for CAD. Case subjects have a more
pronounced insulin-resistant phenotype, with higher plasma
insulin concentrations, slightly higher BMI (although not
significant), larger waist circumference, and increased
prevalence of dyslipidemia. However, blood glucose levels
and prevalence of diabetes were similar between the two
groups. Blood pressure, both systolic and diastolic, was
significantly lower in patients than controls, despite a more
frequent history of hypertension. This fact can be explained,
at least in part, by a greater usage of antihypertensive
medications (96.8% vs 43.2%) and medications usually
prescribed in secondary prevention, such as ACE-inhibitors,
beta-blockers, statins, and aspirin. Moreover, although coro-
nary disease was more prevalent in first degree relatives of
CAD patients than controls, family history of diabetes,
dyslipidemia, hypertension, and stroke were not signifi-
cantly different between the two groups. It is interesting to
note that, despite a clear difference between the two groups
in vascular and metabolic phenotype, no difference in CRP
concentration was detectable.

[0221] Circulating Inflammatory Markers in Cases and
Controls

[0222] Although CRP was not different between the two
groups, multivariate GLM analysis indicated that the other
circulating inflammatory markers were higher in cases com-
pared with controls (FIG. 6), even after adjustment for
clinical variables and pharmacological therapies.

[0223] Unsupervised Data Analysis Comparing Cases vs.
Controls

[0224] Given increased levels of inflammatory markers in
the CAD patients, we studied the feasibility of using that
information to accurately cluster patients with unsupervised
analysis. Two-dimensional hierarchical clustering indicated
that CAD patients and control patients tended to form large
homogeneous clusters, although individual cases and con-
trols remained outside these large clusters (FIG. 7). In terms
of measured variables, clinical parameters grouped together
while chemokines formed a separate cluster. It is interesting
to note that CRP levels correlated better to metabolic param-
eters rather than chemokine levels.

[0225] Employing principal component analysis, it was
found that 60-70% of the variability observed within the
subjects could be explained by chemokines, insulin resis-
tance profile, and a subset of other clinical variables such as
hypertension and hyperlipidemia, with markers of inflam-
mation being the dominant factor (FIG. 8).

[0226] Classification of Case and Control Status Employ-
ing Chemokine Profile and Clinical Variables

[0227] To determine the optimal minimal set of variables
that can accurately distinguish between case and control
subjects, we utilized the SVM classification algorithm
(Tabibiazar 2005 Physiol Genomics. 2005 Jul. 14;
22(2):213-26). SVM identified a set of 15 variables able to
stratify subjects with a high degree of accuracy (misclassi-
fication rate of <10%) (FIG. 9). In addition to known risk
factors for CAD, measurement of circulating chemokines
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significantly improved the prediction of disease. To validate
our findings we employed several other classification algo-
rithms, which yielded similarly high levels of sensitivity and
specificity for prediction of CAD: LR (80% sensitivity, 88%
specificity), LDA (73%, 94%), and CART (80%, 88%).

[0228] Inflammatory Marker Measurements Improve on
Classification by Clinical Variables Alone

[0229] The classification ability of a single versus multiple
variables to distinguish case and control subjects was further
evaluated using ROC curves. Among the chemokines,
MCP-4 appeared to be the most sensitive and MCP-1 the
most specific, both showing a good accuracy (AUC 0.896
and 0.849 respectively) (FIG. 10A). It is noticeable that CRP
did not appear to be helpful in the identification of disease
outside an epidemiologic context, whereas specific markers
of vascular inflammation were more accurate. FIG. 11 shows
the results of three logistic regression analyses, in which
chemokines were entered either by a stepwise selection
(models 1 and 2) or as combined score (model 3). Out of
three models, two have an overall accuracy in CAD patients
over 90%, supporting the hypothesis that the use of multiple
markers to distinguish ASCVD patients will be highly
informative. Further demonstration is provided by the clas-
sification performance of the LR models compared to that of
the best chemokines, MCP-1 and -4 (FIG. 10B). It is clear
that the use of a multi-marker algorithm provides a better
estimate of the presence of disease.

[0230] Discussion

[0231] There is an obvious need for improved tools to
diagnose and treat pre-clinical ASCVD. At present, although
insights into mechanisms and circumstances of atheroscle-
rosis are increasing, our methods for identifying high-risk
patients and predicting the efficacy of prevention strategies
remain inadequate. A growing body of evidence has impli-
cated vascular inflammation as the primary pathophysiologi-
cal process in every stage of atherogenesis’ and several
studies have investigated the diagnostic potential of inflam-
matory markers'”.

[0232] Currently, while general markers of inflammation
are potentially useful in risk stratification, they are not
adequate to identify the presence of CAD in the general
population'®. The lack of specificity of these markers may
stem from the fact that they are not derived from the
vasculature and may signal inflammation in any organ. It is
also possible that the heterogeneity of the individual
response to environmental risk factors induces a high vari-
ability in ASCVD marker concentration. In this context,
biological information carried by a single inflammatory
protein could be insufficient to provide a comprehensive
representation of the vascular inflammatory state, and may
not be able to accurately identify the presence and extent of
the disease. In contrast, a multidimensional approach utiliz-
ing profiles of several inflammatory markers may provide a
pathognomonic signature of atherosclerosis-related vascular
inflammation. The present study provides experimental sup-
port to this hypothesis and suggests that utilization of
multiple inflammatory markers may effectively identify
patients with coronary heart disease.

[0233] Since vascular inflammation is the underlying
pathophysiological basis of atherosclerosis, chemokines,
which are produced in atherosclerotic vessel, are prime
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candidates to be markers of CAD. Chemokines are a net-
work of chemotactic proteins produced by white cells and
endothelial cells when activated'®. Their main role is accu-
mulation and activation of leukocytes in tissues, and their
interaction with several cellular receptors contributes to the
specificity of the inflammatory infiltrate®**!. Chemokines
are often present as groups with varying composition, and
the biological effect of such groups can be quite different
from that of individual factors in isolation, so measuring
global patterns of cytokine and chemokine expression is
more likely to yield biologically relevant information than
individual protein assays.

[0234] Our data clearly demonstrate that plasma concen-
trations of several chemokines are differentially regulated in
individuals with clinical CAD compared with healthy con-
trols subjects, even after adjusting for known clinical vari-
ables. As such, multivariate models combining these mark-
ers accurately distinguished samples between the two
groups. As hypothesized, prediction models using multiple
analytes were much more accurate than those using single
inflammatory proteins. These results were validated by
several multivariate statistical analyses performed with dis-
tinct algorithms yielding remarkably consistent results.

[0235] The consistency of each model, as well as the
reproducibility of results with different tests, suggests that
the chemokine profile represents a strong signal of vascular
disease. These results are highly significant despite the
relatively small size of the cohort, and the fact that patients
were on maximal therapy.

[0236] In our data, despite a clear distinction in vascular
and metabolic phenotypes, no significant difference in CRP
levels was noted between cases and controls. This may be
explained by the relatively small sample size as well as the
greater use of pharmacological therapies proven to reduce
CRP levels, such as statins and aspirin, in the CAD group.
However, individuals with previous myocardial infarction
remain at higher risk of coronary events than subjects
without history of CAD?? despite treatment. Moreover, the
major role advocated for CRP in clinical practice is to more
accurately stratify individuals when classical risk factors are
not definitive, although the issue is still controversial®.
Whereas a decrease in CRP levels during treatment could be
used as an index of response to therapy® °, in our cross-
sectional study design, CRP was no more informative than
other clinical variables.

[0237] There are some limitations to our study. The serum
samples from the case subjects were collected post acute
event (range 7 weeks to 20 weeks, median 3.4 months).
Although inflammatory markers generally tend to return to
their baseline levels within 4-8 weeks, we cannot rule out
that the acute event can lead to changes in levels of inflam-
matory markers. Also, our study design does not establish a
prognostic value for the proteomic profiles used to distin-
guish between case and control subjects, although the pro-
teomic profile identified in our study may indeed have a
prognostic value for prediction of primary or secondary
events. Obviously, our panel of biomarkers is not a com-
prehensive list. Indeed, the use of a wider array of analytes
may improve sensitivity and specificity for diagnosing
ASCVD. However, this initial study demonstrates the fea-
sibility of using protein microarrays to simultaneously moni-
tor multiple biomarkers.
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[0238] In summary, we have identified a panel of circu-
lating serum inflammatory markers whose unique signature
patterns can accurately distinguish patients with CAD and
controls. A large-scale study validating this approach is
reported in Example 5, below.
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Example 4

Data Analysis for Inflammatory Markers for
Accurate Classification of Coronary Artery Disease

[0263] A study was undertaken with a commercially avail-
able Schleicher and Schuell human chemokine chip. We
have employed the array for the evaluation of circulating
chemokine levels in 100 samples chosen from the Reynolds
Center cohorts. The chemokines measured were: MCP-1,
MCP-2, MCP-3, MCP-4, eotaxin, IL-8, RANTES, MIP-
lalpha and IP-10, although IL8 and RANTES values fell
outside the linear range. Genetic loci encoding MCP-1,
MCP-2, MCP-3, eotaxin, IL-8, and RANTES have all been
extensively investigated by resequencing and genotyping of
chosen SNPs in the Reynolds cohorts. Circulating samples
were from fifty individuals with history of myocardial
infarction and 50 age-matched controls (see cohort descrip-
tions above). Although the controls were not matched on
other variables, there was a similar joint distribution for
gender and ethnicity and other variables. Arrays were
hybridized with manufacture-supplied reagents, washed,
and scanned in an Axon scanner, and feature extraction
performed with Schleicher & Schuell proprietary software
(ArrayVision™ Quant®). Standard curves were generated
with reagents included with the array, and concentrations
determined for each circulating sample.

[0264] Analyses have taken novel approaches, and have
adhered to the basic premise of this proposal, that incorpo-
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ration of clinical and genotyping data can add information to
biomarker data, serving to normalize inter-individual varia-
tions of chemokine levels that are not associated with
disease status/activity. Analyses were conducted with mea-
surements of chemokine abundance, clinical data, and geno-
typing information on individual SNPs for the chemokines
that had such matching data.

[0265] Discriminating between cases and controls, and
finding those variables that serve to discriminate, is the
fundamental problem of two-class “classification.” While
individual classifiers may do well, votes among them typi-
cally do even better. Indeed, methods that involve voting
among classifiers are popular, two versions being “bagging”
and “boosting.” We have begun analyses with only four
classifiers, and simple voting among them on a subject-by-
subject basis. The standard approach of cross-validation, in
particular 5-fold cross-validation, was used to evaluate pro-
spective performance. Thus, the set of data were partitioned
at random into five subsets of nearly equal size. Succes-
sively, each procedure (and a vote among the procedures)
was developed for the 80%, with results computed for the
20%. The five sets of results were then averaged. More
sophisticated sample reuse methods may also find use for
assessing prospective accuracy.

[0266] The cited analyses were undertaken for the pre-
liminary sample of 99 subjects. Variables included eotaxin,
IP-10, MCP-1, MCP-2, MCP-4, MIPlalpha, GENDER,
AGE, GLUCOSE, INSULIN, CRP, and FAT. The variable
FAT was determined as the first principal component of BMI
and WAIST, and accounted linearly for 91% of the variabil-
ity in the two latter predictors. There were 51 MI cases and
48 controls. For purposes of estimating a Bayes classifica-
tion rule for the two-class problem, we used empirical
priors; thus they were almost 0.5 per class. Costs of mis-
classification were taken to be equal. (Of course, for a
two-class problem it is only the ratio of products of prior
probabilities and misclassification costs that matter. Here the
ratio was about one.) Ages ranged from 60 years to 72 years,
with the lower end represented more heavily than the upper.
The mean was 64.7 years, with respective 25th, 50th, and
75th percentiles 62, 64, 67; the standard deviation of age was
3.1. In the following examples, LDA refers to Fisher’s linear
discriminant. Methodologies termed CART, FlexTree and
LART are described below. With the LART technology, a
simple lasso is used first to reduce the number of predictors.
For details of how classification was performed see below.
One important detail in both FlexTree and LART is a
Hotelling T sort on regression coefficients that is crucial to
their predictive power. Weights that devolve from the sort
are used in LART’s weighted lasso.

TABLE 3

5-fold cross-validated performance.

Percent

Algorithm Misclassified Sensitivity ~ Specificity
Logistic Regression 16% 80% 88%
LDA 17% 73% 94%
CART 15% 80% 88%
LART 16% 78% 90%
Vote 12% 82% 90%
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[0267]

TABLE 4

Variables identified by the indicated methodology.

CART MCP-4, FAT, eotaxin, MIPlalpha

LART MIPlalpha, MCP-2, MCP-4, eotaxin, AGE,
FAT, Glucose, Insulin

Logistic Regression MIPlalpha, MCP-2, MCP-4, eotaxin

LDA MCP-4, eotaxin, MIPlalpha

[0268] A further analysis incorporated the cited predictors
and also information on available SNP genotypes in the
same 99 subjects. Five-fold cross-validated percent misclas-
sified decreased to 10%, while sensitivity increased to 85%
and specificity to 92%. In this analysis, the simple lasso
approach was used to narrow the numbers of SNPs included.
Moreover, CART applied to information available on SNPs
within a gene was used to impute any missing SNP values.

[0269] Overall, these analyses provide compelling support
for the invention described herein. Despite the small number
of analytes and clinical variables evaluated, a reasonable
classification result was achieved, by multiple methods.
Circulating chemokine measurements were chosen by all of
the methods, and there was overlap between the different
methods, with MIPlalpha, MCP-4 and eotaxin featuring in
multiple algorithms. These analyses suggest that genotyping
data may provide additional useful information. High sen-
sitivity CRP, the current benchmark for atherosclerotic dis-
ease was not identified as useful in these classification
analyses, suggesting that levels of multiple disease related
inflammatory markers may provide significant improvement
over existing predictors.

[0270] We have summarized the joint distributions of
features and of individuals by clustering (unsupervised
learning). In our approach to agglomerative, hierarchical
clustering (FIG. 6), columns are individuals and rows fea-
tures. With this algorithm, columns and rows are clustered
successively, with the goal of producing sets of features and
samples that are “close.” Looking at clustering of variables,
it is very informative that the chemokines MCP-2, MIP1-a,
MCP-1, IP-10, eotaxin, and MCP-4 all cluster closely
together. Also, metabolic variables fasting insulin level, FAT
(first principal component of BMI and abdominal girth), and
glucose cluster together, as might be expected considering
the association of these variables in the context of glucose
metabolism and insulin resistance. Gender and age were not
found to be close to either of these clusters, and remained
separate.

[0271] Interestingly, hsCRP did not cluster with the
chemokines, but rather the metabolic variables, arguing that
hsCRP levels may not track with vascular inflammation as
well as a composite chemokine signature. Sample clusters
were not homogeneous with regard to class membership, as
might be desired. These analyses argue that unsupervised
learning (clustering) is not sufficient for doing supervised
learning (classification). Based on results thus far, schemes
for classification whereby one tries to form groups based not
only on features but also on outcome (that are predictive for
classifying subsequent observations on the basis of features
alone) seem necessary if one is to do accurate classification.
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Example 5

Large Clinical Trial of 1330 Patients: Signature
Patterns of Circulating Biomarkers for Accurate
Prediction and Diagnosis of Atherosclerotic
Cardiovascular Diseae and Vascular Inflammation

[0272] Serum Biomarker Data from a Large Clinical Trial
for Validation of Multi-Marker Profiles

[0273] Given the encouraging results in the pilot clinical
trials, we examined whether multi-marker profiles can be
validated in a much larger trial and whether they can serve
as highly sensitive and specific markers of atherosclerotic
disease in humans. To investigate this approach we utilized
a large clinical epidemiological study which included 400
cases of clinically significant ASCVD and 930 control
subjects. The study was designed to examine risk factors and
other novel determinants of atherosclerosis. Serum samples
collected at the time of enrollment were used for simulta-
neous measurement of multiple inflammatory markers using
a protein microarray. Exact methodology used for pilot
studies was utilized here (discussed in details in prior
examples). Concentrations of a subset of the analytes tested
were significantly higher in case subjects. Classification
algorithms using the serum expression profile of these
markers accurately stratified CAD subjects compared to
controls. Moreover, the unique signature pattern of the
biomarkers significantly improved the predictive capacity of
other known markers of CAD. This larger trial validated our
prior finding but also provided with more examples for use
of multimarker approach for accurate prediction and diag-
nosis of atherosclerotic cardiovascular disease and its vari-
ous clinical sequale.

[0274] Prediction of Atherosclerotic Disease: Selection of
Informative Markers

[0275] The selection of a number of informative markers
for building classification models requires the definition of
a performance metric and a user-defined threshold for pro-
ducing a model with useful predictive ability based on this
metric. In the following section we will define the target
quantity to be the “area under the curve” (AUC), the
sensitivity and/or specificity of the prediction as well as the
overall accuracy of the prediction model.

[0276] Let us now describe one approach for selecting the
number of terms for building a predictive model. In this
implementation, we will describe the process for selecting
markers in the absence of any clinical variables and/or
adjusting factors. The process is as follows: We first split
randomly our training data into ten groups, each group
containing subjects identified as “Healthy” or “Diseased” in
proportion to the number of these labels in the complete
sample. Each subject was represented by its 24 marker
measurements and the label that identifies the state of
disease (absent, i.e. “Healthy” of present, i.e. “Diseased”).
We chose nine of the groups and for each of the 24 markers:
MCP-1, IGF-1, TNFa, IL-5, M-CSF, MCP-2, IP10, MCP-4,
IL-3, IFNy, Ang-2, IL-7, IL-10, Eotaxin, IL-2, IL-4, ICAM-
1, IL-6, IL-12p40, MIP1a, IL-5, MCP-3, IL13, IL1b, we
trained a model using a given supervised algorithm such as,
e.g., Linear Discriminant Analysis, Quadratic Discriminant
Analysis, Logistic Regression, etc. on all the data of the 9
groups (i.e. we created a training supergroup). We then
applied the model to the tenth group that was excluded from
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the training procedure and we estimated the testing error “e

and or a number of prediction quality measures described
earlier. We repeated the same process 10 times, sampling
randomly 9 groups each time for generating a training
sample and using the 10™ group for estimating the testing
error “e” and the prediction quality measures. From the
sample of the 10 numbers we then estimated the expected
value for each of the prediction quality measures and/or
error, as a well the variance of our estimates. Given these
values, the marker that improves the average prediction
ability of the model as chosen as the first term in the model.
We can instead use another measure of improvement instead
of the average value of the prediction quality measure, for
example we can instead select the term with the highest
value of the ratio of the expected quality measure to its
variance estimate. Once the first term has been added to the
model, we can repeat the process for the remaining markers
that did not make it in the current selection step. Thus, in the
second step we repeat the aforementioned calculations for
the remaining markers. The selection of the second model
term can be accomplished by choosing the term that mostly
improves our target prediction quality measure or using
some combination of the expected value of the current
model minus the new model normalized by the errors of
those measures.

[0277] FIG. 12 shows the results of applying this process
to a set of 1300 subjects. We selected the threshold of
AUC>0.75 as our target prediction quality measure and we
selected the terms using a Linear Discriminant Analysis
model.

[0278] The quality threshold was satisfied using the fol-
lowing marker: MCP-1.

[0279] FIG. 13 shows the results of selecting the terms
using a Logistic Regression model while keeping the dis-
covery sample and quality thresholds the same. The com-
parison with the previous example indicates that the two
models have only the first two terms in common (MCP-1,
IGF-1) but the third term is different (INFo vs. M-CSF).
Thus we can use a combination of markers and predictive
models that will exceed our quality measure threshold.

[0280] In order to show that we can interchange the
markers and still satisfy our requirement for a prediction
quality measure, we removed the marker MCP-1 from the
pool of available markers for selection and repeated the
process. FIG. 14 presents the results of this approach using
again an LDA model and the same discovery set of 1300
subjects. The new set of two markers that provide a model
with AUC>0.75 is composed of: Ang-2, IGF-1.

[0281] As an example of a different selection criterion, we
present the results obtained using the AIC criterion within
the framework of a Logistic Regression model. This crite-
rion is usually used in the context of selecting the optimum
number of terms for a Logistic Regression model. The
criterion balances the error increase due to the removal of a
term with the reduction of the number of degrees of freedom
that this term contributed to the model. Usually, the process
of term elimination starts with the full model and terminates
when the removal of a term increases the AIC value. The
results of term elimination as a function of the AIC criterion
are presented in FIG. 154 (the term elimination process is
presented past the optimum point). The AUC predictions for
a model incorporating increasing number of terms are pre-
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sented in FIG. 15b. The addition of terms in the aforemen-
tioned model is performed in the reverse order of term
removal from the complete model, i.e a model including all
24 markers, that the application of the AIC criterion dictates
in the term selection process. The latter approach produces
a Logistic Regression model with expected AUC>0.75 using
at least one marker (MCP-1).

[0282] The process of term selection can be accomplished
either with a forward selection (first, second and third
examples within this working example) or a backward
selection (fourth example within this working example), or
a forward/backward selection strategy. This strategy allows
for testing of all the terms that have been removed in a
previous step in the current reduced model.

[0283] The same selection process can be extended to
include both markers and clinical variables. The next two
figures, present the results for the case that the candidate
variables for a Logistic Regression model include “Hyper-
lipidemia” (DC912) and “Use of lipid-lowering medication
within 160 days before index day” (FIG. 16) or “Statin
use,”“ACE blockers use” (FIG. 17) along with all 16 mark-
ers. These examples demonstrate that the markers in the set
of at least 3 markers required for obtaining an AUC>0.75
can be replaced with clinical variables in the set. The
combination of Hyperlipidemia (DC912) and MCP-4 pro-
duces a model with expected value of AUC ~0.85.

[0284] Using the aforementioned methods we can also
select the number of markers that will optimize the perfor-
mance of a model without the use of all the markers. One
way to define the optimum number of terms is to choose the
number of terms that produce a model with average predic-
tive ability (measured as AUC, or equivalent measures of
sensitivity/specificity) that lies no more than one standard
error from the maximum value obtained for any combination
and number of terms used for the given algorithm. Looking
back at FIG. 17, a Logistic Regression model that includes
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the following markers satisfies these requirements: DC512,
DC3005, MCP-4, IGF-1, M-CSF, IL-5, MCP-2, IP-10.

Example 6

ACE Inhibitor Response Prediction Models

[0285] Using the methods described in Example 5, we
derived models using Logistic Regression or Linear Dis-
criminant Analysis that classify samples according to the use
of ACE inhibitors. These models were adjusted for the status
of the subject (Control or Case) since the overall level of the
markers depends on whether we deal with a healthy indi-
vidual or not. The models find use in a variety of methods
such as, e.g., screening compounds to identify other agents
that act as ACE inhibitors or on convergent pathways, and
for monitoring the efficacy of ACE inhibitor therapy. In the
first example, the compound is provided to a mammalian
subject, one or more samples are taken from the subject and
datasets are obtained from the sample(s). The datasets are
run through an ACE Inhibitor Response Prediction model
and the results are used to classify the sample. If the sample
is classified as coming from a subject dosed with an ACE
inhibitor, then the compound is likely to be a presumptive
ACE inhibitor. In the second example, one or more samples
are obtained from a subject and datasets from those samples
are run through an ACE Inhibitor Response Prediction
model. If the sample is classified as coming from a subject
dosed with an ACE inhibitor then the therapy is likely to be
efficacious. If multiple samplings over time indicate time
dependent changes in the value of a predictor obtained from
the model, then the therapeutic efficacy of the medication
therapy is likely changing, the direction of the change being
indicated by a predictor value trending more toward the
medication use classification or the no-medication use clas-
sification. The protein markers used in the exemplified
models are set out in Tables 5 and 6, below, along with the
models’ performance characteristics.

TABLE 5

Variables used:

ACE Inhibitor Prediction Model 1.
Logistic Regression

mis-classification AUC sensitivity specificity —accuracy

MCP-1, IGF-1, TNFa, MCP-2, IP10, IL-5, M- 0.365 0.688  0.641 0.632 0.635
CSF, MCP-4, MCP-3, IL-3, Ang-2, IL-

7, Eotaxin

[0286]

TABLE 6

Variables used:

ACE Inhibitor Prediction Model 2.

Linear Discriminant Analysis

mis-classification AUC sensitivity specificity —accuracy

MCP-1, IGF-1, TNFa, MCP-2, IP10, IL-5, M- 0.376 0.689  0.632 0.620 0.624
CSF, MCP-4, MCP-3, IL-3, Ang-2, IL-

7, Eotaxin
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Example 7: ACE Inhibitor or Statin Use Prediction
Models

[0287] Using the methods described in Example 5, we
derived models using Logistic Regression or Linear Dis-
criminant Analysis that classify samples according to the use
of ACE inhibitors or statins. These models were adjusted for
the status of the subject (Control or Case) since the overall
level of the markers depends on whether we deal with a
healthy individual or not. The models find use in a variety of
methods such as, e.g., screening compounds to identify other
agents that act as ACE inhibitors or statins or on convergent
pathways, and for monitoring the efficacy of ACE inhibitor
or statin therapy. In the first example, the compound is
provided to a mammalian subject, one or more samples are
taken from the subject and datasets are obtained from the
sample(s). The datasets are run through an ACE Inhibitor or
Statin Use Prediction model and the results are used to
classify the sample. If the sample is classified as coming
from a subject dosed with an ACE inhibitor or statin, then
the compound is likely to be a presumptive ACE inhibitor or
statin. In the second example, one or more samples are
obtained from a subject and datasets from those samples are
run through an ACE Inhibitor or Statin Use Prediction
model. If the sample is classified as coming from a subject
dosed with an ACE inhibitor or statin then the therapy is
likely to be efficacious. If multiple samplings over time
indicate time dependent changes in the value of a predictor
obtained from the model, then the therapeutic efficacy of the
medication therapy is likely changing, the direction of the
change being indicated by a predictor value trending more
toward the medication use classification or the no-medica-
tion use classification. The protein markers used in the
exemplified models are set out in Tables 7 and 8, below,
along with the models’ performance characteristics.

Biomarker Profile for Medication use
Responsiveness

[0288] We demonstrate that a panel of markers can be used
for monitoring the medication effect on the level of inflam-
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mation of a subject. Inspecting the distribution of values for
a number of markers (IL-2, IL-5, IL-4) we demonstrate a
dosage effect as a function of the number of medications that
a control subject is treated with (i.e. no medication vs. one
medication vs. two medications). As an example for this
approach, we use three medication responsive markers as a
panel (IL-2, IL-4 and IL-5). In order to create a single
combined score, we create a linear discriminant analysis
model where the response variable takes the following
levels: “Untreared”, “ACE or Statin”, “ACE and Statin” and
we use the first discriminant variate as a surrogate for a
combined score. FIG. 18 presents the results from the
subjects that are considered “Healthy” (“Controls™) as box-
plots for each of the three “treatment” groups. The grey
sections of each boxplot extend from the first to the third
quantile of the value distribution for each class. The
“notches:” around the medians are included for facilitating
visual inspection of differences in the level of the median
between the classes. The whiskers extend to 1.5 times the
interquantile distance. The outliers have not been included in
the graph. Clearly the combined score shows a downward
trend with increased number of medications. The fact that
the notches for the groups are barely overlapping indicates
that the differences in the median are rather significant. A
panel of biomarkers performs better than any single biom-
arker alone.

[0289] A similar analysis can be performed by creating a
single score from multiple markers using Hottelling’s T>
method. In this case we can estimate the covariance matrix
from the data for the untreated group and calculate the
“distance” of each subject based on Hottelling’s formula.
The later approach can be used not only for creating a
“combined distance” from many markers for monitoring
medication dosage effect but also for hypothesis testing of
the dosage effect. (see Hotelling, H. (1947). Multivariate
Quality Control. In C. Eisenhart, M. W. Hastay, and W. A.
Wallis, eds. Techniques of Statistical Analysis. New York:
McGraw-Hill., herein incorporated by reference).

TABLE 7

Variables used:

ACE Inhibitor or Statin Prediction Model 1.
Logistic Regression

mis-classification AUC sensitivity specificity —accuracy

MCP-1, IGF-1, TNFa, MCP-2, IP10, IL- 0.318 0.751 0.643 0.723 0.682
5, M-CSF, MCP-4, MCP-3, IL-3, Ang-2,
IL-7, Eotaxin
[0290]
TABLE 8

Variables used:

ACE Inhibitor or Statin Prediction Model 2.
Linear Discriminant Analysis

mis-classification AUC sensitivity specificity —accuracy

MCP-1, IGF-1, TNFa, MCP-2, IP10, IL-5, M-

0.320 0.754  0.686 0.673 0.680

CSF, MCP-4, MCP-3, IL-3, Ang-2, IL-

7, Eotaxin
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Example 8

Coronary Calcium Score Prediction Models
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[0294]
TABLE 12

Stable vs. Unstable Disease Prediction Model 2.
Linear Discriminant Analysis

mean speci-
[0291] Using the methods described in Example 5, we Variables used: cverror AUC  sensitivity ficity —accuracy
derived models using Logistic Regression or Linear Dis- MCP-1, IGF-1, 0444 0577 0583 0529 0556
criminant Analysis that classify samples according to a TNFa, MCP-2, IP10,
predicted coronary calcium score. The protein markers used IL-5, M-CSF, MCP-4,
£ ) ) MCP-3, IL-3, Ang-2,
in the exemplified models are set out in Tables 9 and 10, 1L-7, Fotaxin
below, along with the models’ performance characteristics.
TABLE 9
Coronary Calcium Score Prediction Model 1.
Logistic Regression
Variables used: mis-classification AUCc  sensitivity specificity —accuracy
MCP-1, IGF-1, TNFa, MCP-2, IP10, IL- 0.470 0.536 0.567 0.500 0.530
5, M-CSF, MCP-4, MCP-3, IL-3, Ang-2, IL-
7, Eotaxin
[0292]
TABLE 10
Coronary Calcium Score Prediction Model 2.
Linear Discriminant Analysis
Variables used: mis-classification AUC sensitivity specificity —accuracy
MCP-1, IGF-1, TNFa, MCP-2, IP10, IL- 0.461 0.560 0.578 0.505 0.539
5, M-CSF, MCP-4, MCP-3, IL-3, Ang-2, IL-
7, Eotaxin
Example 9 Example 10

Stable vs. Unstable Atherosclerotic Disease
Prediction Models

[0293] Using the methods described in Example 5, we
derived models using Logistic Regression or Linear Dis-
criminant Analysis that classify samples into stable (i.e.,
angina) or unstable (i.e., myocardial infarction) categories.
The protein markers used in the exemplified models are set
out in Tables 11 and 12, below, along with the models’
performance characteristics.

TABLE 11

Disease vs. Healthy Control Prediction Models

[0295] Using the methods described in Example 5, we
derived models using Logistic Regression or Linear Dis-
criminant Analysis that classify samples into disease (i.e.,
angina or myocardial infarction) or healthy control catego-
ries. The protein markers used in the exemplified models are
set out in Tables 13 and 14, below, along with the models’
performance characteristics. Tables 13 and 14 also indicate
how the performance of the models change as combinations
of markers are substituted.

Stable vs. Unstable Disease Prediction Model 1.
Logistic Regression

Variables used: mis-classification AUC

sensitivity

specificity  accuracy

MCP-1, IGF-1, TNFa, MCP-2, IP10, IL-5, M- 0.438 0.566
CSF, MCP-4, MCP-3, IL-3, Ang-2, IL-

7, Eotaxin

0.563

0.562 0.562
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TABLE 13
Disease vs. Control Prediction Model 1.
Linear Discriminant Analysis
Variables used: mis-classification AUC sensitivity specificity —accuracy
MCP-1, IGF-1, TNFa, MCP-2, IP10, IL- 0.158 0.915 0.847 0.840 0.842
5, M-CSF, MCP-4, MCP-3, IL-3, Ang-2, IL-
7, Eotaxin
MCP-1, IGF-1, TNFa 0.245 0.827 0.804 0.733 0.755
MCP-1, IGF-1, M-CSF 0.235 0.825 0.786 0.756 0.765
Ang-2, IGF-1, M-CSF 0.258 0.798 0.718 0.753 0.742
MCP-4, IGF-1, M-CSF 0.258 0.789 0.721 0.750 0.742
MCP-1, IGF-1, TNFa, IL-5 0.225 0.850  0.817 0.757 0.775
MCP-1, IGF-1, M-CSF, MCP-2 0.227 0.842  0.801 0.760 0.773
Ang-2, IGF-1, M-CSF, IL-5 0.239 0.816 0.754 0.764 0.761
MCP-1, IGF-1, TNFa, MCP-2 0.240 0.842  0.792 0.746 0.760
MCP-1, IGF-1, TNFa, IL-5, M-CSF 0.213 0.867  0.837 0.765 0.787
MCP-1, IGF-1, IP10, MCP-2, M-CSF 0.184 0.874  0.807 0.821 0.816
Ang-2, IGF-1, TNFa, IL-5, M-CSF 0.216 0.855  0.807 0.774 0.784
MCP-1, IGF-1, TNFa, MCP-2, IP10 0.203 0.878  0.784 0.802 0.797
MCP-4, IGF-1, M-CSF, TNFa, IL-5 0.221 0.855  0.812 0.765 0.779
MCP-4, IGF-1, M-CSF, MCP-2, IL-5 0.246 0.807  0.736 0.761 0.754
[0296]
TABLE 14
Disease vs. Control Prediction Model 2.
Logistic Regression
Variables used: mis-classification AUC sensitivity specificity —accuracy
MCP-1, IGF-1, TNFa, MCP-2, IP10, IL- 0.153 0916  0.859 0.841 0.847
5, M-CSF, MCP-4, MCP-3, IL-3, Ang-2, IL-
7, Eotaxin
MCP-1, IGF-1, TNFa 0.237 0.835 0.804 0.745 0.763
MCP-1, IGF-1, M-CSF 0.239 0.831 0.789 0.749 0.761
Ang-2, IGF-1, M-CSF 0.257 0.799 0.734 0.747 0.743
MCP-4, IGF-1, M-CSF 0.258 0.792 0.733 0.745 0.742
MCP-1, IGF-1, TNFa, IL-5 0.221 0.856 0.826 0.759 0.779
MCP-1, IGF-1, M-CSF, MCP-2 0.236 0.845 0.794 0.750 0.764
Ang-2, IGF-1, M-CSF, IL-5 0.243 0.813 0.766 0.754 0.757
MCP-1, IGF-1, TNFa, MCP-2 0.235 0.849 0.784 0.757 0.765
MCP-1, IGF-1, TNFa, IL-5, M-CSF 0.212 0.868  0.832 0.769 0.788
MCP-1, IGF-1, IP10, MCP-2, M-CSF 0.187 0.876  0.804 0.816 0.813
Ang-2, IGF-1, TNFa, IL-5, M-CSF 0.220 0.855  0.801 0.771 0.780
MCP-1, IGF-1, TNFa, MCP-2, IP10 0.202 0.881  0.794 0.799 0.798
MCP-4, IGF-1, M-CSF, TNFa, IL-5 0.223 0.857  0.807 0.764 0.777
MCP-4, IGF-1, M-CSF, MCP-2, IL-5 0.258 0.810  0.734 0.746 0.742
Example 11 [0302] e) Z is the covariance matrix as estimated from the

Classification using an LDA Model

[0297] We classified a patient into a “Control” or “Dis-
ease” category based on the values of the following markers
MCP-1, IGF-1 and TNFa. The costs of misclassification are
taken to be equal for the two classes. Based on an LDA
approach, a new subject with values x of the aforementioned
markers is categorized into the “Disease” category if the left
side of equation (1) is greater than the right side of the
equation where:

[0298]
[0299]
[0300] c¢) N is the total size of the training set

[0301] d) N1,N2 are the number of “Control” and “Dis-
ease” subjects in the training set

a) index 2 corresponds to the “Disease” state

b) index 1 corresponds to the “Control” state

training set

[0303] ), , are the mean vectors of the “Control” and
“Disease” sample respectively

1 1 1
@)@ >5@3,® -5@ )@ +logNi/N) logN2/N) w

@ indicates text missingor illegiblewhen filed

[0304] In order to build an LDA model for the prediction
we used a training set containing the three marker values for
308 subjects that were identified as “Control” and 398
subjects that were identified as “Disease.” The marker
values are first logl0 transformed and the resulting values
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are used to estimate the required terms of Eq. 1. The
covariance matrix and mean marker vectors for the training
set are equal to:

[0305] Covariance matrix:

MCP-1 IGF-1 TNFa
MCP-1 0.124155 0.069587 0.06659
IGF-1 0.069587 1.321971 0.664374
TNFa 0.06659 0.664374 0.565535

[0306] Mean marker vectors for “Control” and “Disease”
states:

1.891552
1.223976

2.830981
2.324683

0.781913
0.990313

Control
Disease

[0307] The inverse of the covariance matrix that is needed
in equation 1 is:

Vi V2 V3
1 8.607599 0.13735 -1.17487
2 0.13735 1.848967 —-2.18828
3 -1.17487 -2.18828 4.477304

[0308] We classified a subject with the following values
(transformed using a logl0 transformation):

[0309] Subject 1:

MCP-1 IGF-1 TNFa

0.716998 1.316101 0.287882

[0310] Based on these values and Eq. 1, the left side of the
equation is equal to: 0.5291794 while the right side of the
equation is equal to 3.232524. Based on the fact that the left
side is less than the right side, the subject was classified into
the “Control” category.

[0311] We classified a second subject with the following
log10 transformed marker values:

[0312] Subject 2:

MCP-1 IGF-1 TNFa

1.991509 1.1113031 0.536339

[0313] Based on these values and using equation 1, the left
side is equal to 4.461167 and the right hand side remains
3.232524. Based on this comparison the subject was clas-
sified into the “Disease” category.
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[0314] Reference for this and the following example is
made to “The elements of Statistical Learning. Data Mining,
Inference and Prediction”, Hastie, T., Tibshirani, R., Fried-
man, J., Springer Series in Statistics, 2001), herein incor-
porated by reference.

Example 12

Classification using a Logistic Regression Model

[0315] We classified a patient into a “Control” or “Dis-
ease” category based on the values of the following markers
MCP-1, IGF-1 and M-CSF. The costs of misclassification
are taken to be equal for the two classes. Based on a Logistic
Regression approach, a new subject with values x of the
aforementioned markers will be categorized as Disease if the
log ratio of the posterior probabilities of class k (=Disease)
to class K(=Control) is greater than zero, otherwise it is
categorized as Control (Equation 2).

PriG=k|X =x) _
PrG=K|X=x)

@

log Beo+Blx

[0316] Inorder to fit a Logistic Regression model we used
a training set composed of 398 subjects identified as “Con-
trol” and 398 subjects identified as “Disease.” The values of
the three markers for each subject were first loglO trans-
formed. The Logistic Regression fit provides the following
coeflicients:

b0 bl b2 b3

-4.95059 3.334 -1.27675 1.279328

[0317] A new subject with the following values for the
three markers was classified:

MCP-1 IGF-1 M-CSF
Subject 1 1.679931 3.493781 1.169145
[0318] The following calculation bO+b1**MCP-1"+

b2*IGF-1"+b3**M-CSF’ equals -2.031. Based on the pre-
vious discussion this subject has a linear predictor value less
than zero and was classified into the “Control” category.

[0319] Another subject was classified, based on the fol-
lowing values:

MCP-1 IGF-1 M-CSF

Subject 2 2.108252 1.7149 0.539566
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[0320] Using the same coefficients and formula the linear
predictor equals 0.5799186 and Subject 2 was classified into
the “Disease” category.

[0321] Each publication cited in this specification is
hereby incorporated by reference in its entirety for all
purposes. In addition to those publications listed throughout
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the body of this specification, the following also is hereby
incorporated by reference in its entirety for all purposes:
Tabibiazar R, Wagner R A, Deng A, Tsao P S, Quertermous
T. Proteomic profiles of serum inflammatory markers accu-
rately predict atherosclerosis in mice. Physiol Genomics.

2006 Apr. 13; 25(2):194-202.

SEQUENCE LISTING

The patent application contains a lengthy “Sequence Listing” section. A copy of the “Sequence Listing” is available in
electronic form from the USPTO web site (http://seqdata.uspto.gov/?pageRequest=docDetail&DocID=US20070099239A1).
An electronic copy of the “Sequence Listing” will also be available from the USPTO upon request and payment of the

fee set forth in 37 CFR 1.19(b)(3).

1. A method for classifying a sample obtained from a
mammalian subject, comprising:

obtaining a dataset associated with said sample, wherein
said dataset comprises quantitative data for at least
three protein markers selected from the group consist-
ing of MCP-1, MCP-2, MCP-3, MCP-4, eotaxin, IP-10,
M-CSF, IL-3, TNFa, Ang-2, IL-5, IL-7, and IGF-1;

inputting said data into an analytical process that uses said
data to classify said sample, wherein said classification
is selected from the group consisting of an atheroscle-
rotic cardiovascular disease classification, a healthy
classification, a medication exposure classification, a
no medication exposure classification; and

classifying said sample according to the output of said
process.
2. The method of claim 1, wherein said analytical process
comprises use of a predictive model.

3. The method of claim 1, wherein said analytical process
comprises comparing said obtained dataset with a reference
dataset.

4. The method of claim 3, wherein said reference dataset
comprises data obtained from one or more healthy control
subjects, or comprises data obtained from one or more
subjects diagnosed with an atherosclerotic disease.

5. The method of claim 3, further comprising obtaining a
statistical measure of a similarity of said obtained dataset to
said reference dataset.

6. The method of claim 5, wherein said statistical measure
is derived from a comparison of at least three parameters of
said obtained dataset to corresponding parameters from said
reference dataset.

7. The method of claim 1, wherein said at least three
protein markers comprise a marker set selected from the
group consisting of MCP-1, IGF-1, TNFa; MCP-1, IGF-1,
M-CSF; ANG-2, IGF-1, M-CSF; and MCP-4, IGF-1,
M-CSF.

8. The method of claim 1, wherein said dataset comprises
quantitative data for at least four protein markers selected
from the group consisting of MCP-1, MCP-2, MCP-3,
MCP-4, eotaxin, IP-10, M-CSF, IL-3, TNFa, Ang-2, IL-5,
IL-7, and IGF-1.

9. The method of claim 8, wherein said at least four
protein markers comprise a marker set selected from the
group consisting of MCP-1, IGF-1, TNFa, IL-5; MCP-1,
IGF-1, M-CSF, MCP-2; ANG-2, IGF-1, M-CSF, IL-5;
MCP-1, IGF-1, TNFa, MCP-2; and MCP-4, IGF-1, M-CSF,
1L-5.

10. The method of claim 1, wherein said dataset com-
prises quantitative data for at least five markers selected
from the group consisting of MCP-1, MCP-2, MCP-3,
MCP-4, eotaxin, IP-10, M-CSF, IL-3, TNFa, Ang-2, IL-5,
IL-7, and IGF-1.

11. The method of claim 10, wherein said at least five
protein markers are selected from the group consisting of
MCP-1, IGF-1, TNFa, IL-5, M-CSF; MCP-1, IGF-1,
M-CSF, MCP-2, IP-10; ANG-2, IGF-1, M-CSF, IL-5, TNFa;
MCP-1, IGF-1, TNFa, MCP-2, 1P-10; MCP-4, IGF-1,
M-CSF, IL-5, TNFa; and MCP-4, IGF-1, M-CSF, IL-5,
MCP-2.

12. A method for classifying a sample obtained from a
mammalian subject, comprising:

obtaining a dataset associated with said sample, wherein
said dataset comprises quantitative data for at least
three protein markers selected from the group consist-
ing of MCP1; MCP2; MCP3; MCP4; Eotaxin; IP10;
MCSF; IL3; TNFa; Ang?2; IL.5; IL7; IGF1; IL10; INFy;
VEGF; MIPla; RANTES; IL6; 1L.8; ICAM; TIMP1;
CCL19; TCA4/6kine/CCL21; CSF3; TRANCE; IL2;
IL4; IL13; I1b; MCP5; CCL9; CXCL1/GRO1;
GROalpha; 11.12; and Leptin;

inputting said data into a predictive model that uses said
data to classify said sample, wherein said classification
is selected from the group consisting of an atheroscle-
rotic cardiovascular disease classification, a healthy
classification, a medication exposure classification, a
no medication exposure classification, wherein said
predictive model has at least one quality metric of at
least 0.7 for classification; and

classifying said sample according to the output of said
predictive model.

13. The method of claim 12, wherein said predictive

model has a quality metric of at least 0.8 for classification.

14. The method of claim 13, wherein said predictive

model has a quality metric of at least 0.9 for classification.
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15. The method of claim 12, wherein said quality metric
is selected from AUC and accuracy.

16. The method of claim 12, wherein the limits of said
predictive model are adjusted to provide at least one of
sensitivity or specificity of at least 0.7.

17. The method of claim 14, wherein the limits of said
predictive model are adjusted to provide at least one of
sensitivity or specificity of at least 0.7.

18. The method of claim 1, wherein said atherosclerotic
disease classification is selected from the group consisting of
coronary artery disease, myocardial infarction, and angina.

19. The method of claim 1, further comprising using said
classification for atherosclerosis diagnosis, atherosclerosis
staging, atherosclerosis prognosis, vascular inflammation
levels, assessing extent of atherosclerosis progression,
monitoring a therapeutic response, predicting a coronary
calcium score, or distinguishing stable from unstable mani-
festations of atherosclerotic disease.

20. The method of claim 1, wherein said dataset further
comprises data for one or more clinical indicia.

21. The method of claim 20, wherein said one or more
clinical indicia are selected from the group consisting of age,
gender, LDL concentration, HDL concentration, triglyceride
concentration, blood pressure, body mass index, CRP con-
centration, coronary calcium score, waist circumference,
tobacco smoking status, previous history of cardiovascular
disease, family history of cardiovascular disease, heart rate,
fasting insulin concentration, fasting glucose concentration,
diabetes status, and use of high blood pressure medication.

22. The method of claim 1, wherein said sample com-
prises blood or a blood derivative.

23. The method of claim 1, wherein said analytic process
comprises using a Linear Discriminant Analysis model, a
support vector machine classification algorithm, a recursive
feature elimination model, a prediction analysis of microar-
ray model, a Logistic Regression model, a CART algorithm,
a FlexTree algorithm, a LART algorithm, a random forest
algorithm, a MART algorithm, or Machine Learning algo-
rithms.

24. The method of claim 23, wherein said process com-
prises using a Linear Discriminant Analysis model or a
Logistic Regression model, and said model comprises terms
selected to provide a quality metric greater than 0.75.

25. The method of claim 1, further comprising obtaining
a plurality of classifications for a plurality of samples
obtained at a plurality of different times from said subject.

26. A method for classifying a sample obtained from a
mammalian subject, comprising:

obtaining a dataset associated with said sample, wherein
said dataset comprises quantitative data for at least
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three protein markers that each shows a correlation
between a circulating protein concentration and an
atherosclerotic vascular tissue RNA concentration;

inputting said data into an analytical process that uses said
data to classify said sample, wherein said classification
is selected from the group consisting of an atheroscle-
rotic cardiovascular disease classification, a healthy
classification, a medication exposure classification, a
no medication exposure classification; and

classifying said sample according to the output of said

process.

27. The method of claim 26, wherein said correlation is
characterized by a Pearson correlation coefficient of at least
0.6.

28. The method of claim 27, wherein said at least three
protein markers comprise one or more protein markers
selected from the set consisting of MCP-1, CCL21, CCL19,
CCL112, TNFSF11, and CCL11.

29. The method of claim 26, wherein said mammalian
subject is a human subject.

30. A method for classifying a sample obtained from a
mammalian subject, comprising:

obtaining a dataset associated with said sample, wherein
said dataset comprises quantitative data for at least
three protein markers that each shows a correlation
between a circulating protein concentration and an
atherosclerotic vascular tissue RNA concentration,

inputting said data into a predictive model that uses said
data to classify said sample, wherein said classification
is selected from the group consisting of an atheroscle-
rotic cardiovascular disease classification, a healthy
classification, a medication exposure classification, a
no medication exposure classification, wherein said
predictive model has at least one quality metric of at
least 0.7 for classification; and

classifying said sample according to the output of said

predictive model.

31. The method of claim 30, wherein said correlation is
characterized by a Pearson correlation coefficient of at least
0.6.

32. The method of claim 31, wherein said at least three
protein markers comprise one or more protein markers
selected from the set consisting of MCP-1, CCL21, CCL19,
CCLI12, TNFSF11, and CCL11.

33. The method of claim 30, wherein said mammalian
subject is a human subject.

* * Ed Ed *
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