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SURGICAL NEEDLE FOR A SURGICAL
SYSTEM WITH OPTICAL RECOGNITION

RELATED APPLICATION

[0001] This patent application is a continuation of U.S.
patent application Ser. No. 14/092,843, filed Nov. 27, 2013.
U.S. patent application Ser. No. 14/092,843 is hereby incor-
porated by reference in its entirety.

FIELD OF INVENTION

[0002] The field of the currently claimed embodiments of
this invention relate to surgical needles for use with imaging
devices, and more particularly to imaging devices with one or
more sensors for observation and tracking of one or more
surgical needles.

DISCUSSION OF RELATED ART

[0003] In image-guided interventions, the tracking and
localization of imaging devices and medical tools during
procedures are exceptionally important and are considered
the main enabling technology in image-guided surgery (IGS)
systems. Tracking technologies may be categorized into the
following groups: 1) mechanical-based tracking including
active robots (e.g., DaVinci robot) and passive-encoded
mechanical arms (e.g., Faro mechanical arms), 2) optical-
based tracking, 3) acoustic-based tracking, and 4) electro-
magnetic (EM)-based tracking.

[0004] Ultrasound is one useful imaging modality for
image-guided interventions including ablative procedures,
biopsy, radiation therapy, and surgery. In the literature and in
research labs, ultrasound-guided intervention research is per-
formed by integrating a tracking system (either optical or EM
methods) with an ultrasound (US) imaging system to, for
example, track and guide liver ablations, or in external beam
radiation therapy [E. M. Boctor, M. DeQOliviera, M. Choti, R.
Ghanem, R. H. Taylor, G. Hager. G. Fichtinger, “Ultrasound
Monitoring of Tissue Ablation via Deformation Model and
Shape Priors”, International Conference on Medical Image
Computing and Computer-Assisted Intervention, MICCAI
2006; H. Rivaz, 1. Fleming, L. Assumpcao, G. Fichtinger, U.
Hamper, M. Choti, G. Hager, and E. Boctor, “Ablation moni-
toring with elastography: 2D in-vivo and 3D ex-vivo studies,”
International Conference on Medical Image Computing and
Computer-Assisted Intervention, MICCAI 2008; H. Rivaz, P.
Foroughi, 1. Fleming, R. Zellars, E. Boctor, and G. Hager,
“Tracked Regularized Ultrasound Elastography for Targeting
Breast Radiotherapy”, Medical Image Computing and Com-
puter Assisted Intervention (MICCAI) 2009]. Current com-
mercial systems may include integrating an EM tracking
device into high-end cart-based US system. Small EM sen-
sors may be integrated into the ultrasound probe, and similar
sensors may be attached and fixed to the intervention tool of
interest.

[0005] Limitations of the current approach on both the
research and commercial sides may be attributed to the avail-
able tracking technologies and to the feasibility of integrating
these systems and using them in clinical environments. For
example, mechanical-based trackers are considered expen-
sive and intrusive solutions, i.e. they require large space and
limit user motion. On the other hand, acoustic tracking does
not provide sufficient navigation accuracy. Optical and EM
tracking technologies require intrusive setups with a base
camera (in case of optical tracking methods) or a reference
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EM transmitter (in case of EM methods). Additionally, opti-
cal rigid-body or EM sensors have to be attached to the imager
and all needed tools, hence offline calibration and steriliza-
tion steps are required. Thus, there remains a need for
improved imaging devices for use in image-guided surgery.

SUMMARY

[0006] Aspects of the invention may involve systems, tools,
and methods. In one embodiment, a system for image-guided
surgery may be provided. The system may include a visual
imaging system; a medical tool comprising a shaft and a tip,
wherein the shaft of the tool includes an optically detectable
feature that allows a position of the tip to be determined; and
a display configured to display a real-time representation of
the medical tool including the position of the tip regardless of
whether the tip is obstructed or visible.

[0007] In another embodiment, a tool for use with an
image-guided surgical system may be presented. The tool
may include a tip; and a shaft at least one of integral with or
attached to the tip, wherein the shaft includes a pattern at least
one of marked, printed, etched, or applied to the shaft of the
tool, and wherein the pattern is suitable to be used by an
image-guided surgical system to determine positions of said
tip in real-time irrespective of whether said tip is obscured in
corresponding images.

[0008] In yet another embodiment, a method for image
guided surgery may be presented. The method may include
receiving, by one or more processors, input from one or more
light-sensitive devices, the input including light reflected
from a shaft of a tool, wherein the shaft of the tool includes
one or more visible features; calculating, by the one or more
processors, one or more candidate tip locations in a three
dimensional space using the one or more visible features; and
displaying, by the one or more processors, an insertion depth
of the tip and the one or more candidate tip locations.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] Further objectives and advantages will become
apparent from a consideration of the description, drawings,
and examples.

[0010] FIG. 1 shows an embodiment of an imaging com-
ponent for an imaging system according to an embodiment of
the current invention;

[0011] FIG. 2 shows an embodiment of an imaging system
according to an embodiment of the current invention;

[0012] FIG. 3 depicts a sample tracking pattern according
to an embodiment of the current invention;

[0013] FIG. 4 depicts an example workflow according to an
embodiment of the current invention;

[0014] FIG. 5 depicts an illustrative embodiment of a com-
puter for performing the methods and building the systems
described herein; and

[0015] FIG. 6 shows a screenshot of a tool-tip display in an
embodiment.

DETAILED DESCRIPTION
[0016] Some embodiments of the current invention are dis-

cussed in detail below. In describing embodiments, specific
terminology is employed for the sake of clarity. However, the
invention is not intended to be limited to the specific termi-
nology so selected. A person skilled in the relevant art will
recognize that other equivalent components can be employed
and other methods developed without departing from the
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broad concepts of the current invention. All references cited
anywhere in this specification are incorporated by reference
as if each had been individually incorporated.

[0017] Useofthe term needle and/or medical tool may refer
to an elongated medical tool such as a needle, a pointer, a
biopsy tool, a laparoscope, an ablation device, a surgical
instrument, and/or an elongated tool.

[0018] Some embodiments of this invention describes IGI-
(image-guided interventions)-enabling “platform technol-
ogy” going beyond the current paradigm of relatively narrow
image-guidance and tracking It simultaneously aims to over-
come limitations of tracking, visualization, and guidance;
specifically using and integrating techniques e.g. related to
medical tool identification and tracking using 3D computer
vision and structured light; and imaging device tracking using
local sensing approaches; among others. Examples of 1GI
may be seen in U.S. patent application Ser. No. 13/511,101,
titled “Low-cost image-guided navigation and intervention
systems using cooperative sets of local sensors,” published as
U.S. Patent Application Publication No. 2013/0016185.

[0019] The current invention covers a wide range of differ-
ent embodiments, sharing a tightly integrated common core
of components and methods used for general imaging, pro-
jection, vision, and local sensing.

[0020] Some embodiments of the current invention are
directed to combining a group of complementary technolo-
gies to provide a local sensing approach that can provide
enabling technology for the tracking of medical imaging
devices, for example, with the potential to significantly
reduce errors and increase positive patient outcomes. This
approach can provide a platform technology for the tracking
of ultrasound probes and other imaging devices, intervention
guidance, and information visualization according to some
embodiments of the current invention. By combining ultra-
sound imaging with image analysis algorithms and probe-
mounted light-sensitive devices, independent optical-inertial
sensors, according to some embodiments of the current inven-
tion, it is possible to reconstruct the position and trajectory of
surgical medical tools and other tools or objects by incremen-
tally tracking their current motion.

[0021] Some embodiments of the current invention allow
the segmentation, tracking, and guidance of medical tools and
other tools (using visual, ultrasound, and/or other imaging
and localization modalities).

[0022] Such devices can allow imaging procedures with
improved sensitivity and specificity as compared to the cur-
rent state of the art. This can open up several possible appli-
cation scenarios that previously required harmful X-ray/CT
or expensive MRI imaging, and/or external tracking, and/or
expensive, imprecise, time-consuming, or impractical hard-
ware setups, or that were simply afflicted with an inherent
lack of precision and guarantee of success, such as: biopsies,
RF/HIFU ablations etc.: can allow 2D- or 3D-ultrasound-
based medical tool guidance, brachytherapy: can allow
3D-ultrasound acquisition and medical tool guidance for pre-
cise brachytherapy seed placement, other applications rely-
ing on tracked imaging and tracked tools.

[0023] Some embodiments of the current invention may
provide several advantages over existing technologies, such
as combinations of: low-cost tracking, local, compact, and
non-intrusive solution—ideal tracking system for hand-held
and compact ultrasound systems that are primarily used in
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intervention and point-of-care clinical suites, but also for
general tool tracking under visual tracking in other interven-
tional settings.

[0024] For example, some embodiments of the current
invention are directed to devices and methods for the tracking
of ultrasound probes and other imaging devices. By combin-
ing ultrasound imaging with image analysis algorithms and
probe-mounted light-sensitive devices it is possible to recon-
struct the position and trajectory of surgical tools and other
objects by incrementally tracking their current motion
according to an embodiment of the current invention. This
can provide several possible application scenarios that previ-
ously required expensive, imprecise, or impractical hardware
setups. For example, 3D ultrasound-based medical tool guid-
ance.

[0025] Current sonographic procedures mostly use hand-
held 2D ultrasound (US) probes that return planar image
slices through the scanned 3D volume (the “region of inter-
est” (ROI)). For percutaneous interventions requiring medi-
cal tool guidance, prediction of the medical tool trajectory is
currently based on tracking with sensors attached to the distal
(external) medical tool end and on mental extrapolation of the
trajectory, relying on the operator’s experience. An integrated
system with 3D ultrasound, medical tool tracking, medical
tool trajectory prediction and interactive user guidance would
be highly beneficial.

[0026] FIG. 1 shows an embodiment of an imaging com-
ponent 100 for an imaging system according to an embodi-
ment of the current invention. Imaging component 100
includes an imaging tool 110, bracket 120 that is structured to
be attachable to imaging tool 110. In the example of FIG. 1,
the imaging tool 110 is an ultrasound probe and bracket 120
is structured to be attached to a probe handle of the ultrasound
probe. Ultrasound probes may include, for example, Ultra-
sonix #C5-2. However, the broad concepts of the current
invention are not limited to only this example. The bracket
120 can be structured to be attachable to other handheld
instruments for image-guided surgery, such as surgical ortho-
pedic power tools or stand-alone handheld brackets, for
example. In other embodiments, the bracket 120 can be struc-
tured to be attachable to the C-arm of an X-ray system or an
MRI system, for example.

[0027] Imaging component 100 may include top shell 180
and bottom shell 130 that may be coupled together to form a
head shell. Top shell 180 and bottom shell 130 may be
coupled securely to stabilization assembly 170 (e.g., a stabi-
lization bar). Head shell may house stabilization assembly
170 other components of imaging component 100. Screws
190 may be used to couple together the components of imag-
ing component 100.

[0028] Imaging component 100 may also include one or
more light-sensitive devices 150 (or light sensitive devices)
securely attached to stabilization assembly 170. The one or
more light-sensitive devices 150 may be at least one of a
visible-light camera, an infra-red camera, a time-of-flight
camera, PSDs (position-sensitive devices), and/or reflection-
based laser sensing in some embodiments of the current
invention. The one or more light-sensitive devices 150 may be
arranged to observe a surface region close to the and during
operation of the imaging component 100. In the embodiment
of FIG. 1, the one or more light-sensitive devices 150 may be
arranged and configured for stereo observation of a region of
interest.
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[0029] Imaging component 100 may also include a printed
circuit board 140 that may include one or more microproces-
sors, one or more light-emitting devices, and a memory
device. The light-emitting device may emit light in the visible
spectrum, infrared, ultraviolet, or other spectrum. The light-
emitting device may include at least one of LEDs, light bulbs,
CFLs, lasers, etc. The printed circuit board may also be con-
nected to one or more light-sensitive devices 150 and may be
securely coupled to stabilization assembly 170.

[0030] Imaging component 100 may also include lens 160
that provides a screen for one or more light-sensitive devices
150. In one embodiment, lens 160 may be made of ultra-tough
gorilla glass of 0.031" thickness. Lens 160 may be frosted
and/or partially frosted to diffuse the light emitted from the
one or more light-emitting devices. Light from the light-
emitting devices may be diffused through a plane of frosted
glass, mesh, translucent tape, or other means.

[0031] FIG. 2 shows an embodiment of imaging system
200 according to an embodiment of the current invention.
Imaging system 200 includes imaging component 100 being
controlled by a user. The user is also inserting a medical tool.
Imaging system 200 includes image display 210. Image dis-
play may 210 display output from imaging tool 110 such as
sonogram images. Imaging system 200 also includes aug-
mented display 220. Augmented display 220 may be a touch
screen and allow input from the user. Augmented display 220
may overlay tracking information on top of output from imag-
ing tool 110. Tracking information may include current track-
ing status, current location, and current insertion depth of the
medical tool, surgical instrument, or other tool being inserted
by the user. Overlaid information may also include medical
tool tip location and medical tool tip distance to a selected
target.

[0032] Although FIGS. 1 and 2 illustrate the imaging sys-
tem as an ultrasound imaging system and that the bracket 120
is structured to be attached to an imaging tool 110 as an
ultrasound probe, the broad concepts of the current invention
are not limited to this example. The bracket may be structured
to be attachable to other imaging systems, such as, but not
limited to, x-ray and magnetic resonance imaging systems,
for example.

[0033] FIG. 3 depicts a sample tracking patterns according
to an embodiment of the current invention. Medical tools 310,
320, 330 are 381 mm, 201 mm, and 150 mm long, respec-
tively, and depict a tracking pattern of the same length. The
medical tool may include a shaft and a tip. The tracking
patterns may be marked, printed, etched, or otherwise applied
onto the medical tool shaft or other linear tool. Imaging
system 200 may resolve the pattern on the shaft of a medical
tool or other linear tool. The tracking patterns may include a
sequence in which each subsequence of a given minimal
length appears only once. The tracking patterns may include
a pseudo random binary sequence (PRBS), a De Bruijn
sequence, or barcodes. The pattern may be a sequence gen-
erated as described in “Absolute Position Measurement
Using Pseudo-Random Binary Encoding” By E. M. Petriu,
and herein incorporated by reference.

[0034] Additionally, tracking patterns may include rings on
a medical tool, proprietary pseudo-random binary sequence
(PRBS) patterns or a De Bruijn sequence applied onto the
medical tool shaft. Imaging system 200 may track the medical
tool insertion depth visually, using the discernible part of the
pattern to identify the medical tool and determine the section
and thus the position of the medical tool tip, either uniquely or
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up to a finite set of discrete possibilities. The determined
depth may be overlaid on medical tool guidance displays
(e.g., augmented display 220) with one or multiple medical
tool-tip candidate locations. The medical tool guidance dis-
play may be configured to display a real-time representation
of the medical tool including the position of the tip of the
medical tool regardless of whether the tip is obstructed or
visible. Due to the nature of the pattern, the visual imaging
system may correctly calculates the insertion depth when a
portion of the pattern is not viewable by the visual imaging
system or when only a portion of a minimum length of the
pattern is viewable by an imaging system. Indeed, the visual
imaging system may correctly calculates a insertion depth
when at least a fraction (k") of the complete pattern is
viewable, if each distinct element of the pattern can have k
different values (such as colors or shades) and the complete
pattern is k" elements long.

[0035] The tracking pattern may be initially algorithmi-
cally generated as follows: Pseudo random binary code of
length 2"n-1 is generated as described in “Absolute Position
Measurement Using Pseudo-Random Binary Encoding” By
E. M. Petriu located at http://www.csi.uottawa.ca/~petrin/
ELG5161-PRBS-encoding.pdf. In this technique, the
sequence is started with an arbitrary sequence of n binary
values (bits). Exclusive-OR of two bits in specific positions is
then computed and added to the end of the sequence resulting
in n+1 bits. This procedure is repeated for the last n bits in the
sequence until 2'n-1 bits are generated. The tracking pattern
may be non-periodic and may provide a unique position on
the medical tool. The pattern may provide that no matter
which part of the medical tool is visible, imaging system 200
may localize on the medical tool with the pattern and detect
insertion depth. All medical tools may have the same pattern,
but may also have distinct patterns to help disambiguating
tools within the visible area.

[0036] In another embodiment, an attachment such as a
clip-on ring may sit securely on the medical tool. The medical
tool with the ring may be demonstrated to imaging system
200, which determines the distance from attachment or ring to
medical tool tip, and uses that distance for tip position esti-
mation. The ring may be circular, oval, cylindrical, or handle
shaped. The attachment or clip-on may also be reflective (e.g.,
IR-reflective).

[0037] Thepattern on the medical tool may be IR reflective
pattern. The IR reflectiveness may aid in the detection of the
medical tool and assist in eliminating false positives. Imaging
system 200 may include a light sensitive device with a filter
that lets pass light of a specific wavelength and an illumina-
tion source which illuminates the medical tool and a coating
on the medical tool which, in response to the illumination,
produces or reflects light at the wavelength of the filter of the
light sensitive device. The light sensitive device may include
one or more light-sensitive devices 150 or one or more PSDs
or some combination thereof. Furthermore, the medical tool
may have both visible and IR-visible patterns or rings applied
to it. This would allow the operator to use medical tools that
seem generic (e.g., that carry centimeter-markings), but
indeed carry information invisible to the human eye (but
visible to the light-sensitive devices) and useful for localiza-
tion.

[0038] In other embodiments, the pattern may be used for
rejection or minimization of false-positive-detections of
medical tools. In other words, by only detecting objects that
carry the expected visible features the system may avoid
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detecting and/or tracking non-important objects. The pattern
may also be used for disambiguation of tools, different mod-
els of which are differentiated by distinct combinations of
visible features, for example. The pattern may also be used to
decide on the suitability of a tool for a desired or current use
(e.g., to reach a target at a certain depth). If the tool is not
suitable, warnings may be displayed to the operator if an
inappropriate tool is being used. The pattern may be used to
verify the calibration between light-sensitive devices or light-
sensitive devices that observe the feature-carrying tool. Such
verification may be achieved by comparing the apparent (e.g.,
measured) height of the features in the data sets from the two
or more light-sensitive devices, and by rejecting calibration if
said heights differ. The patterns may also be used to improve
tool detection, by only processing observed objects that
exhibit a required pattern.

[0039] FIG. 4 depicts example workflow 400 according to
an embodiment of the current invention. In step 410, at least
one light sensitive device 150 may receive light. The received
light may include light reflected from a shaft of amedical tool.
The shaft or other tool may include one or more visible
features. The one or more visible features may include a
detectable pattern, the pattern being initially created using a
pseudo random binary code, wherein the pattern is one of
marked, printed, etched, or applied to the shaft of the medical
tool.

[0040] In another embodiment, the visible feature may
include a ring attached to the medical tool shaft. The ring may
be reflective and/or cylindrical or handle shaped. The ring
may include a detectable pattern used in calculating an inser-
tion depth of the tip of the medical tool, the detectable pattern
may be initially created using a pseudo random binary code.
Imaging system 200 may initially calculate a distance from
the ring to the tip of the medical tool and use this calculated
distance to calibrate the imaging system 200 for medical tool
tracking From 410, flow may move to 420.

[0041] In 420, an insertion depth of the tip of the medical
tool may be calculated. The depth calculation may be made
based on the one or more visible features on the medical tool
shaft. Because of the nature of the visible feature, the inser-
tion depth of the tip of the medical tool may be correctly
calculated even when a portion of the one or more visible
features is not viewable by the one or more light sensitive
devices. For example, when the visible feature includes the
detectable pattern created using a pseudo random binary
code, the pattern is non-periodic and, therefore, even if a
small portion of the pattern is visible, imaging system 200
may still calculate the insertion depth. From 420, flow may
move to 430.

[0042] In430, at least one medical tool tip location may be
calculated (e.g., candidate tip locations) using the one or more
visible features. The calculated tip locations may be in a three
dimensional plane and may be based on the insertion location,
calculated insertion depth, and angle of entry of the medical
tool. From 430, flow may move to 440.

[0043] In 440, the insertion depth of the tip of the medical
tool and the possible tip locations may be displayed on aug-
mented display 220. A surgeon or other medical personal may
use the displayed information when performing an IGI, for
example. From 440, flow may end.

[0044] Inanembodiment, tracking of the medical tool may
be accomplished through one or more visible features on the
tool. (Basic tool tracking has been described in previous
publications by the inventors, such as Stolka et al. “Naviga-
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tion with local sensors in handheld 3D ultrasound: initial
in-vivo experience,” SPIE Medical Imaging 2011, Lake
Buena Vista, Fla/USA, pp. 79681J-79681]. International
Society for Optics and Photonics, 2011, and Wang et al. “The
Kinect as an interventional tracking system,” SPIE Medical
Imaging, San Diego, Calif., USA, pp. 83160U-83160U.
International Society for Optics and Photonics, 2012, both of
which are included by reference in their entirety.) The visible
feature may include a detectable pattern, the pattern being
initially created using a pseudo random binary sequence, or
more generally a de Bruijn sequence, wherein the pattern is
one of marked, printed, etched, or applied to the tool. The
pattern may be used to detect insertion depth of the tool into
a human or animal body. Alternatively, the visible feature
may include an attachment such as a ring attached to the tool.
The ring may be reflective and/or cylindrical or handle
shaped. The ring may include a detectable pattern used in
calculating an insertion depth of the tip of the tool, the detect-
able pattern may be initially created using a pseudo random
binary sequence. Imaging system 200 may initially calculate
a distance from the ring to the tip of the tool and use this
calculated distance to calibrate the imaging system 200 for
tool tracking

[0045] The displayed information to assist in medical tool
positioning may include information about the length of
intersection between the medical tool and the non-infinitesi-
mally thin ultrasound imaging plane, by drawing markers on
the medical tool line to denote the extent of said intersection.
In other words, a line may indicate the medical tool trajectory,
wherein a portion of the line may be shaded differently to
indicate the area where the medical tool will cross the imag-
ing plane of the ultrasound

[0046] Insertion depth calculation may be made based on
the one or more visible features on the tool. Because of the
nature of the visible feature, the insertion depth of the tip of
the tool may be correctly calculated even when a portion of
the one or more visible features is not viewable by the one or
more light sensitive devices. For example, when the visible
feature includes the detectable pattern created using a pseudo
random binary sequence, the pattern is non-periodic and
unique over small segments. Therefore, even if a small por-
tion of the pattern is visible, imaging system 200 may still
calculate the insertion depth. Tool tip location may be calcu-
lated (e.g., candidate tip locations) using the one or more
visible features. The calculated tip locations may be in three
dimensional space and may be based on the insertion loca-
tion, calculated insertion depth, and angle of entry of the
medical tool. Insertion depth of the tool tip and possible tip
locations may be displayed on augmented display 220. A
surgeon or other medical personal may use the displayed
information when performing an IGI, for example.

[0047] The following describes one possible technique of
localizing the medical tool tip in stereo images using the
pattern on the medical tool shaft in an embodiment. Given a
pair of stereo images (left and right light-sensitive device
images) and light-sensitive device calibration (intrinsic and
extrinsic light-sensitive device parameters), the first step of
tip localization is to rectify the left and right images. Next, the
medical tool is detected in these images as straight lines
centered at the middle of the shaft. In order to localize the tip
of the medical tool in 3D, the medical tool line is recon-
structed in 3D space. This line is then sampled with a constant
delta providing a set of 3D points. These points are then
projected back into the left and right images resulting in two
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sets of 2D points for the left and right rectified images. Then,
the pixel intensities at these points are computed using intet-
polation. This will generate two intensity vectors with regular
sampling. In the next step, the two intensity vectors are cor-
related against all possible “sub-patterns”. A sub-pattern is a
minimal continuous portion ofthe whole pattern that could be
uniquely identified. For each sub-pattern, the location that
maximizes correlation and the correlation value is recorded.
The sub-patterns with the highest correlation value is selected
in the left and right vectors. Since the offset of the sub-pattern
with respect to the tip is known, the 3D location of the tip can
be estimated. Note that left and right images provide two
almost independent estimates of the tip location. As a verifi-
cation step, the two estimated tip locations should be closer
than a threshold. The final tip location is given as the
weighted-average of these two estimated tip positions.
[0048] FIG. 6 shows a screenshot of a tool-tip display in an
embodiment. FIG. 6 includes a screen shot from display 220
including ultrasound images 610. Display 220 also shows a
representation of the medical tool 620 indicating the tool’s
current position (indicated by a double green line) including
the tip (indicated by perpendicular lines) and a line indicating
the future trajectory 630.

[0049] Inanother embodiment, light waves may be filtered
by the one or more light sensitive devices to only allow light
of a specific wavelength and to restrict light of other wave-
lengths. A coating may be applied to the medical tool that may
be illuminated based on receiving light of a specific wave-
length. The coating may produce or reflect a light of the
specific wavelength. The reflected or produced light of a
specific wavelength may be detected by the light sensitive
devices. The reflected or produced light of a specific wave-
length may reduce the occurrence of false positives. Further,
the coating may only illuminate or produce light of a specific
wavelength to reveal the detectable pattern. The possible tip
locations and insertion depth of the tip of the medical tool
may be calculated based on based on the displayed detectable
pattern of light in a specific wavelength.

Mlustrative Computer System

[0050] FIG. 5 depicts an illustrative computer system that
may be used in implementing an illustrative embodiment of
the present invention. Specifically, FIG. 5 depicts an illustra-
tive embodiment of a computer system 500 that may be used
in computing devices such as, e.g., but not limited to, standa-
lone or client or server devices. FIG. 5 depicts an illustrative
embodiment of a computer system that may be used as client
device, or a server device, etc. The present invention (or any
part(s) or function(s) thereof) may be implemented using
hardware, software, firmware, or a combination thereof and
may be implemented in one or more computer systems or
other processing systems. In fact, in one illustrative embodi-
ment, the invention may be directed toward one or more
computer systems capable of carrying out the functionality
described herein. An example of a computer system 500 is
shown in FIG. 5, depicting an illustrative embodiment of a
block diagram of an illustrative computer system useful for
implementing the present invention. Specifically, FIG. 5
illustrates an example computer 500, which in an illustrative
embodiment may be, e.g., (but not limited to) a personal
computer (PC) system running an operating system such as,
e.g., (but not limited to) MICROSOFT® WINDOWS®
NT/98/2000/XP/Vista/Windows 7/Windows &/Surface, etc.
available from MICROSOFT® Corporation of Redmond,
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Wash., U.S.A. or an Apple computer or tablet executing
MAC® OS, OS X, ori0S from Apple® of Cupertino, Calif.,
U.S.A., or a computer running a Linux or other UNTX deriva-
tive. However, the invention is not limited to these platforms.
Instead, the invention may be implemented on any appropri-
ate computer system running any appropriate operating sys-
tem. In one illustrative embodiment, the present invention
may be implemented on a computer system operating as
discussed herein. An illustrative computer system, computer
500 is shown in FIG. 5. Other components of the invention,
such as, e.g., (but not limited to) a computing device, a com-
munications device, a telephone, a personal digital assistant
(PDA), an iPhone, a 3G/4G wireless device, a wireless
device, a personal computer (PC), a handheld PC, a laptop
computer, a smart phone, a mobile device, a netbook, a hand-
held device, a portable device, an interactive television device
(iTV), a digital video recorder (DVR), client workstations,
thin clients, thick clients, fat clients, proxy servers, network
communication servers, remote access devices, client com-
puters, server computers, peer-to-peer devices, routers, web
servers, data, media, audio, video, telephony or streaming
technology servers, etc., may also be implemented using a
computer such as that shown in FIG. 5. In an illustrative
embodiment, services may be provided on demand using,
e.g., aninteractive television device (iTV), a video on demand
system (VOD), via a digital video recorder (DVR), and/or
other on demand viewing system. Computer system 500 may
be used to implement the network and components as
described in FIGS. 1 and 2. Such as imaging component 100
and/or other devices of imaging system 200.

[0051] The computer system 500 may include one or more
processors, such as, e.g., but not limited to, processor(s) 504.
The processor(s) 504 may be connected to a communication
infrastructure 506 (e.g., but not limited to, a communications
bus, cross-over bar, interconnect, or network, etc.). Processor
504 may include any type of processor, microprocessor, or
processing logic that may interpret and execute instructions
(e.g., for example, a field programmable gate array (FPGA)).
Processor 504 may comprise a single device (e.g., for
example, a single core) and/or a group of devices (e.g., multi-
core). The processor 504 may include logic configured to
execute computer-executable instructions configured to
implement one or more embodiments. The instructions may
reside in main memory 508 or secondary memory 510. Pro-
cessors 504 may also include multiple independent cores,
such as a dual-core processor or a multi-core processor. Pro-
cessors 504 may also include one or more graphics process-
ing units (GPU) which may be in the form of a dedicated
graphics card, an integrated graphics solution, and/or a hybrid
graphics solution. Various illustrative software embodiments
may be described in terms of this illustrative computer sys-
tem. After reading this description, it will become apparent to
a person skilled in the relevant art(s) how to implement the
invention using other computer systems and/or architectures.

[0052] Computer system 500 may include a display inter-
face 502 that may forward, e.g., but not limited to, graphics,
text, and other data, etc., from the communication infrastruc-
ture 506 (or from a frame buffer, etc., not shown) for display
on the display unit 501. The display unit 501 may be, for
example, atelevision, acomputer monitor, or a mobile phone
screen. The output may also be provided as sound through a
speaker.

[0053] Thecomputersystem 500 may also include, e.g., but
is not limited to, a main memory 508, random access memory
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(RAM), and a secondary memory 510, etc. Main memory
508, random access memory (RAM), and a secondary
memory 510, etc., may be a computer-readable medium that
may be configured to store instructions configured to imple-
ment one or more embodiments and may comprise a random-
access nemory (RAM) that may include RAM devices, such
as Dynamic RAM (DRAM) devices, flash memory devices,
Static RAM (SRAM) devices, etc.

[0054] The secondary memory 510 may include, for
example, (but is not limited to) a hard disk drive 512 and/or a
removable storage drive 514, representing a floppy diskette
drive, a magnetic tape drive, an optical disk drive, a compact
disk drive CD-ROM, flash memory, etc. The removable stor-
age drive 514 may, e.g.. but is not limited to, read from and/or
write to a removable storage unit 518 in a well-known man-
ner. Removable storage unit 518, also called a program stor-
age device or a computer program product, may represent,
e.g., butis not limited to, a floppy disk, magnetic tape, optical
disk, compact disk, etc. which may be read from and written
to removable storage drive 514. As will be appreciated, the
removable storage unit 518 may include a computer usable
storage medium having stored therein computer software
and/or data.

[0055] In alternative illustrative embodiments, secondary
memory 510 may include other similar devices for allowing
computer programs or other instructions to be loaded into
computer system 500. Such devices may include, for
example, a removable storage unit 522 and an interface 520.
Examples of such may include a program cartridge and car-
tridge interface (such as, e.g., but not limited to, those found
in video game devices), a removable memory chip (such as,
e.g., but not limited to, an erasable programmable read only
memory (EPROM), or programmable read only memory
(PROM) and associated socket, and other removable storage
units 522 and interfaces 520, which may allow software and
data to be transferred from the removable storage unit 522 to
computer system 500.

[0056] Computer 500 may also include an input device 503
which may include any mechanism or combination of mecha-
nisms that may permit information to be input into computer
system 500 from, e.g., a user. Input device 503 may include
logic configured to receive information for computer system
500 from, e.g. a user. Examples of input device 503 may
include, e.g., but not limited to, a mouse, pen-based pointing
device, or other pointing device such as a digitizer, a touch
sensitive display device, and/or akeyboard or other data entry
device (none of which are labeled). Other input devices 503
may include, e.g., but not limited to, a biometric input device,
a video source, an audio source, a microphone, a web cam, a
video camera, light-sensitive device, and/or other camera.
[0057] Computer 500 may also include output devices 515
which may include any mechanism or combination of mecha-
nisms that may output information from computer system
500. Output device 515 may include logic configured to out-
putinformation from computer system 500. Embodiments of
output device 515 may include, e.g., but not limited to, dis-
play 501, and display interface 502, including displays, print-
ers, speakers, cathode ray tubes (CRTs), plasma displays,
light-emitting diode (LED) displays, liquid crystal displays
(LCDs), printers, vacuum florescent displays (VFDs), sur-
face-conduction electron-emitter displays (SEDs), field
emission displays (FEDs), etc. Computer 500 may include
input/output (I/O) devices such as, e.g., (but not limited to)
input device 503, communications interface 524, cable 528
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and communications path 526, etc. These devices may
include, e.g., but are not limited to, a network interface card,
and/or modems.

[0058] Communications interface 524 may allow software
and data to be transferred between computer system 500 and
external devices.

[0059] In this document, the terms “computer program
medium” and “computer readable medium” may be used to
generally refer to media such as, e.g., but not limited to,
removable storage drive 514, ahard disk installed in hard disk
drive 512, flash memories, removable discs, non-removable
discs, etc. In addition, it should be noted that various electro-
magnetic radiation, such as wireless communication, electri-
cal communication carried over an electrically conductive
wire (e.g., but not limited to twisted pair, CATS, etc.) or an
optical medium (e.g., but not limited to, optical fiber) and the
like may be encoded to carry computer-executable instruc-
tions and/or computer data that embodiments of the invention
on e.g., a communication network. These computer program
products may provide software to computer system 500. It
should be noted that a computer-readable medium that com-
prises computer-executable instructions for execution in a
processor may be configured to store various embodiments of
the present invention. References to “one embodiment,” “an
embodiment,” “example embodiment,” “various embodi-
ments,” etc., may indicate that the embodiment(s) of the
invention so described may includea particular feature, struc-
ture, or characteristic, but not every embodiment necessarily
includes the particular feature, structure, or characteristic.
[0060] Further, repeated use of the phrase “in one embodi-
ment,” or “in an illustrative embodiment,” do not necessarily
refer to the same embodiment, although they may. The vari-
ous embodiments described herein may be combined and/or
features of the embodiments may be combined to form new
embodiments.

[0061] Unless specifically stated otherwise, as apparent
from the following discussions, it is appreciated that through-
out the specification discussions utilizing terms such as “pro-
cessing,” “computing,” “calculating, ” “determining,” or the
like, refer to the action and/or processes of a computer or
computing system, or similar electronic computing device,
that manipulate and/or transform data represented as physi-
cal, such as electronic, quantities within the computing sys-
tem’s registers and/or memories into other data similarly
represented as physical quantities within the computing sys-
tem’s memories, registers or other such information storage,
transmission or display devices.

[0062] Ina similar manner, the term “processor” may refer
to any device or portion of a device that processes electronic
data from registers and/or memory to transform that elec-
tronic data into other electronic data that may be stored in
registers and/or memory. A “computing platform” may com-
prise one Or more Processors.

[0063] Embodiments of the present invention may include
apparatuses for performing the operations herein. An appa-
ratus may be specially constructed for the desired purposes,
or it may comprise a general purpose device selectively acti-
vated or reconfigured by a program stored in the device.
[0064] Embodiments may be embodied in many different
ways as a software component. For example, it may be a
stand-alone software package, or it may be a software pack-
ageincorporated as a “tool” in a larger software product, such
as, for example, a scientific modeling product. It may be
downloadable from a network, for example, a website, as a
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stand-alone product or as an add-in package for installation in
an existing software application. It may also be available as a
client-server software application, or as a web-enabled soft-
ware application. It may also be part of a system for detecting
network coverage and responsiveness. A general purpose
computer may be specialized by storing programming logic
that enables one or more processors to perform the techniques
indicated herein and the steps of FIG. 4.

[0065] Embodiments of the present invention may include
apparatuses for performing the operations herein. An appa-
ratus may be specially constructed for the desired purposes,
or it may comprise a general purpose device selectively acti-
vated or reconfigured by a program stored in the device.
[0066] Embodiments may be embodied in many different
ways as a software component. For example, it may be a
stand-alone software package, or it may be a software pack-
age incorporated as a “tool” in a larger software product. It
may be downloadable from a network, for example, a web-
site, as a stand-alone product or as an add-in package for
installation in an existing software application. It may also be
available as a client-server software application, or as a web-
enabled software application.

[0067] Whilevarious embodiments ofthe present invention
have been described above, it should be understood that they
have been presented by way of example only, and not limita-
tion. Thus, the breadth and scope of the present invention
should not be limited by any of the above-described illustra-
tive embodiments, but should instead be defined only in
accordance with the following claims and their equivalents.

We claim:

1. A system for image-guided surgery comprising:

a visual imaging system;

a medical tool comprising a shaft and a tip, wherein the
shaft of the tool includes an optically detectable feature
that allows a position of the tip to be determined; and

a display configured to display a real-time representation
of the medical tool including the position of the tip
regardless of whether the tip is obstructed or visible.

2. The system of claim 1, wherein the medical tool com-
prises one of a needle, a pointer, a biopsy tool, a laparoscope,
an ablation device, a surgical instrument, or an elongated tool.

3. The system of claim 1, wherein the visual imaging
system is configured to calculate an insertion depth of the
medical tool and at least one candidate tip location.

4. The system of claim 1, wherein the visible feature
includes a pattern that is detectable by the visual imaging
system,

wherein the visual imaging system is configured to at least
one of calculate or track an insertion depth of said tip of
said medical tool based on said pattern upon being
detected, and

wherein the pattern is based on a sequence in which each
subsequence of a given minimal length appears only
once.

5. The system of claim 4, wherein the sequence comprises
one of a De Bruijn sequence or a pseudo random binary code
sequence.

6. The system of claim 4, wherein the pattern is one of
marked, printed, etched, or applied to the shaft of the medical
tool.

7. The system of claim 4, wherein the visual imaging
system correctly calculates the insertion depth when only a
portion of said minimum length of the pattern is viewable by
the visual imaging system.
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8. The system of claim 3, wherein the visual imaging
system correctly calculates the insertion depth when at least
n/k” of the complete pattern is viewable by the visual imaging
system, wherein each distinct element of the pattern can have
k different values and the complete pattern is k” elements
long.

9. The system of claim 1, further comprising:

an attachment coupled to the medical tool.

10. The system of claim 9, wherein a distance from the
attachment to the tip is calculated by the visual imaging
system, and the visual imaging system is calibrated to the
actual distance from the attachment to the tip.

11. The system of claim 9, wherein the attachment com-
prises at least one of:

a clip-on ring, wherein the clip-on ring is one of circular,

oval, cylindrical, or handle shaped; or

a reflective material.

12. The system of claim 9, wherein attachment includes a
pattern detectable by the visual imaging system, the pattern
used by the visual imaging system to calculate and track
insertion depth, the pattern being initially created using a
cyclic sequence in which each subsequence of a given mini-
mal length appears only once.

13. The system of claim 1, wherein the visual imaging
system further comprises:

one or more light sensitive devices, the one or more light

sensitive devices being sensitive to light of a specific
wavelength and restricting light of other wavelengths;
and

one or more light emitting devices, the one or more light

emitting devices illuminating a coating on the medical
tool, the coating, in response to the illumination, pro-
ducing or reflecting a light of the specific wavelength.

14. The system of claim 13, wherein the one or more light
sensitive devices comprise one or more cameras.

15. The system of claim 13, wherein the coating exhibits a
pattern on illumination, the pattern detectable by the visual
imaging system, the pattern used by the visual imaging sys-
tem to calculate and track insertion depth, the pattern being
created using a cyclic sequence in which each subsequence of
a given minimal length appears only once.

16. A tool for use with an image-guided surgical system
comprising:

atip; and

a shaft at least one of integral with or attached to the tip,

wherein the shaft includes a pattern at least one of
marked, printed, etched, or applied to the shaft of the
tool, and

wherein the pattern is suitable to be used by an image-
guided surgical system to determine positions of said
tip in real-time irrespective of whether said tip is
obscured in corresponding images.

17. A method for image guided surgery comprising:

receiving, by one or more processors, input from one or

more light-sensitive devices, the input including light
reflected from a shaft of a tool, wherein the shaft of the
tool includes one or more visible features;

calculating, by the one or more processors, one or more

candidate tip locations in a three dimensional space
using the one or more visible features; and

displaying, by the one or more processors, an insertion

depth of the tip and the one or more candidate tip loca-
tions.



US 2015/0148668 A1l

18. The method of claim 17, wherein the one or more
visible features minimize false-positive-detections

19. The method of claim 17, further comprising:

determining a tool type based on the one or more visible
features.

20. The method of claim 19, further comprising:

determining whether the determined tool type is suitable
for a current use; and

displaying one or more warnings if an inappropriate tool is
used.
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