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(7) ABSTRACT

A monoscopic imaging system, for example a minimally
invasive surgery imaging system, is provided which includes
an image capture device for capturing images of a mono-
scopic, for example endoscopic, field of view, an auxiliary
light source operable such that an object within the field of
view casts a shadow, an image processor operatively con-
nected to the image capture device and operable to detect
shadow pixels in the images corresponding to the shadow and
to enhance the shadow in the images. The system is of par-
ticular, although not exclusive, application to laparoscopic

surgery.
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1
IMAGING SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is the U.S. national phase of PCT Appln.
No. PCT/GB2006/000979 filed on Mar. 17, 2006, the disclo-
sure of which is incorporated in their entirety by reference
herein.

TECHNICAL FIELD

The present invention relates to the enhancement of depth
perceptionina filed of view using a shadow cue. In particular,
although not exclusively, the invention relates to enhancing
depth perception in an operative field imaging system.

BACKGROUND

Over the last decade, minimally invasive surgery (MIS)has
attained great popularity and acceptance among surgeons and
patients alike. One example is laparoscopic surgery. How-
ever, MIS requires a high degree of competency from the
surgeon due to the presence of a number of constraints,
including limited vision. The surgeon is required to recon-
struct the 3D operative field and perform instrument naviga-
tion through the narrow monoscopic two-dimensional (2D)
field of view provided by the endoscope.

The perceptual cues that a surgeon may use to navigate the
operative field are complex, and are often classified as pri-
mary (physiological) cues, such as binocular disparity, con-
vergence and accommodation, and secondary (pictorial)
cues, such as linear perspective, shading and shadow. The
monoscopic field-of-view provided by an endoscope, for
example a laparoscope, limits the 3D perception by project-
ing a scene onto a 2D plane. It has been observed that sur-
geons tend to compensate for the lack of depth perception by
developing new strategies such as groping forward and back-
ward with instruments to gauge the relative depths of organs
by touching them. The combined visual and haptic feedback
helps to confirm the instrument position and orientation.

This navigation approach, however, is not ideal particu-
larly when undertaking delicate surgical manoeuvres that
require subtle control of instruments which must be per-
formed slowly and accurately enough to avoid damaging the
tissues in contact.

Generally, there is always a constant requirement for sur-
gery to become safer. This is particularly true in the current
climate of clinical governance. Practically, safety can be
achieved by better training as well as by reducing the con-
straints set by the nature of MIS. Improving 3D visualization
and ultimately facilitating instrument navigation and
manoeuvrings should hence be a priority.

Advances in true stereoscopic surgery aim to improve 3D
perception, but such systems have practical limitations with
respect to their use as they tend to be extremely expensive and
not widely available. More importantly it has been demon-
strated that these systems do not significantly improve endo-
scopic task performance, see for example R K Mishra, G B
Hanna, S I Brown, A Cuschieri; Optimum Shadow-Casting
[llumination for Endoscopic Task Performance; Arch. Surg
139: p889, Aug. 2004.

One of the primary cues that visual systems utilize to infer
depth is shadow. Shadow can provide useful information
about object shapes, relative 3D position, and surface char-
acteristics within a scene. However, this visual cue is unavail-
able with MIS due to the coaxial alignment of the lens and the
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light source of traditional endoscopes. Under this setup, the
operative field is generally shadowless. It has been shown in
other studies that inducing shadow by the introduction of a
secondary light source within the surgical field improves
endoscopic task performance. See for example Mishra et al,
cited above.

A first known prior art arrangement for introducing shad-
ows in the operative field is disclosed in Mislra et al cited
above. The operative field is accessed by an endoscope
through a first cannula and by a surgical tool through a second
canlula. A secondary light source is introduced through a
third cannula placed above the tip of the surgical instrument
or to the side of it. Each light source is fed by an independent
halogen lamp. When testing the set-up on surgical trainees
using an artificial surgical task, the shortest execution time
and the least number of errors was found for a shadow cast by
the overhead secondary light source producing a dark
shadow. However, such a dark shadow also significantly
obscures the operative field covered by the shadow.

An alternative set up for producing shadows in an endo-
scopic operative field is disclosed in M G Schurr, G Buess, W
Klunert, E Flemming, H Hermeking & T Gumb; Human
Sense of Vision: A guide to future endoscopic imaging sys-
tems; Min Invas Ther & Allied Technol 5: 410-418, 1996. The
set-up employs a sideways looking endoscope with a primary
light source illuminating the surgical field at an angle to the
axis of the endoscope (and along its optic axis to the side) and
a secondary light source provided by an illumination cannula
with light bundles integrated into the shaft. The secondary
light source provides a diffuse illumination which is off-axis
with respect to the optical axis of the endoscope and thus
produces shadows in the operative field.

Both approaches described above are problematic because,
as shown by Mishra et al, optimum task performance requires
a dense shadow. In the study of Mishra et al. the optimal
shadow required a secondary light source much stronger than
the primary light source (25000 lux and 6250 lux, respec-
tively).

This means that, in the set ups of Mishra et al. and Schurr
et al, the shadow cast by the surgical tool will obscure part of
the visual field. Moreover, high intensity lamps are required
for both the primary and secondary light source.

SUMMARY

By detecting and enhancing the shadow cast by an object
within the field of view, the auxiliary light source can be of
low intensity. Even more advantageously, the shadow pro-
duced by a low intensity light source can be so faint that it is
hardly noticeable when not enhanced. Thus, the user can
select between a field of view not obscured by a shadow and
a field of view with the secondary depths cue provided by an
enhanced shadow.

Advantageously, a motion detector may be connected to
the image processor such that shadows are enhanced only
when motion of the object, which may be a surgical instru-
ment, is detected. Shadows will be automatically “switched
on” when the user navigates in, for example, an endoscopic
operative field of view and provide an unobscured view sub-
stantially without a shadow when the object or instrument is
used at a desired site in the operative field. Movement may be
detected from the captured images or a motion detector may
be operatively connected to, for example, a surgical instru-
ment.

The image processor may include a set of image filters
including an intensity filter and a colour filter and may com-
bine the output of each filter in the set to detect shadow pixels.
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Advantageously, by using filters of different kinds, the
shadow detection is more adaptable and can be used in a
wider range of image situations.

Following shadow detection, the shadow may be
enhanced, for example by multiplying the value of pixels
detected to be shadow pixels by a predetermined factor or by
setting the pixel to a predetermined value.

Advantageously, the auxiliary light source includes a can-
nula for accepting an endoscope or a surgical instrument,
such that the number of incisions required when the system is
used is minimised. The cannula may include an optical fibre
bundle secured at one end of the cannula to illuminate the
field of view and the bundle may be secured at another end to
a light distributing junction arranged to split incoming light
into a component for a light source of an endoscope and a
diverted component for the auxiliary light source. Advanta-
geously, only a single lamp is thus needed. The intensity of
the diverged component may be regulated using a regulator of
the light distribution junction. In one embodiment, the can-
nula includes one or more light emitting diodes secured
thereto such as to be operable to illuminate the field of view.
Advantageously, this embodiment dispenses with the need
for a fibre optics connection and the auxiliary light source
need only be connected to a (possibly low voltage) power
source to power the light emitting diodes. The use of light
emitting diodes is enabled by the low light power require-
ments of the auxiliary source because a faint shadow is suf-
ficient since it is enhanced by the image processor.

The light source may emit light substantially in a narrow
wavelength band which is narrower than the band of a main
light source or may emit light in the non-visible part of the
spectrum. In that way, the light from the auxiliary light source
can be filtered out by a suitable filter when the shadow is not
enhanced.

If two or more surgical instruments are to be used with the
system, the cannula for each tool may be equipped with an
auxiliary light source as described above and the cannulae
may then be located relatively to each other such that the
auxiliary light source associated with each cannula produces
a shadow for at least one of the surgical instruments associ-
ated with the other cannula.

BRIEF DESCRIPTION OF THE DRAWINGS

The embodiments of the invention are now described by
way of example only and with reference to the appended
figures in which:

FIG. 1 depicts a MIS imaging system according to an
embodiment of the invention;

FIG. 2 depicts a cannula including an auxiliary light
source;

FIG. 3 depicts a cross section through a light distribution
Jjunction;

FIG. 4 depicts an alternative cannula;

FIG. 5 is a block diagram of a minimally invasive surgery
imaging system; and

FIG. 6 illustrates schematically the application of the sys-
tem to a patient.

DETAILED DESCRIPTION

In overview, embodiments of the invention provide a new
framework for improving depth perception, in particular for
minimally invasive surgery, by introducing one or more aux-
iliary light sources that generates a faint shadow which in turn
is digitally enhanced to provide depth cues for the surgeon. A
faint shadow is meant to describe a shadow which is weak
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enough such that it does not interfere with the perception of a
field of view in places where a shadow is cast.

FIG. 1 is a schematic representation of a MIS imaging
system set-up comprising an imaging unit 2 and a light source
unit 4. Light travels to an endoscope via a fibre optic bundle or
light guide 6. A video image is captured from the endoscope
and transmitted through a video cable 8 to the imaging unit 2.
Thereitis processed and an output 10 is transmitted to a video
monitor, which is viewed by the surgeon. Video signals are
transmitted to the monitor from the image processing unit 2
using a standard composite video connection.

It is understood that the endoscope may transfer captured
light to the imaging unit 2 instead of video signals, in which
case the cable 8 would be replaced by a fibre optic light guide
and the imaging unit 2 would include an image sensor.

In one embodiment, the auxiliary light source is imple-
mented by introducing a light distributing junction 12 that
interrupts the existing fibre optic bundle 6 prior to entering the
endoscope. At the junction 12 light is split into two compo-
nents. One beam of light continues down towards the camera
with the remaining light being redistributed down a second-
ary light guide 14.

The secondary light guide connects to a cannula 16, which
provides an auxiliary source of light to illuminate the opera-
tive cavity inside the patient.

The cannula is of a type currently used in endoscopic
surgery as a means by which to safely insert instruments into
the operative site. FIG. 2 is a section view through the can-
nula.

The secondary fibre bundle 14 is connected to the cannula
16 at the proximal end 22. Light is proportionally dispersed
into the abdominal space from the upper 18 and lower distal
tip 20 of the cannula 16, in a similar arrangement to existing
light sources provided for standard endoscopes. The intensity
of light that is dispersed through the cannula is preset and
controlled by the surgeon via an aperture that is embedded
within the light distribution junction 12. One reason to control
the intensity of light within the operative space is to prevent
‘burning out” of the images captured by the endoscope and
also to set the intensity of the shadow from the auxiliary light
source.

It is advantageous to set the luminance ratio of the main/
auxiliary light source to alow value such that the shadow cast
is as faint as possible but can still be detected. The optimal
value can be easily set by observing the enhanced shadow
online and reducing ratio to a value just above the threshold at
which shadow enhancement fails. In practice it has been
found in one example that approximately 10% is appropriate
for the ratio.

The light distribution junction 12 has three connections
ports 24, 26 and 28. The light cable 6 connects to the unit at
two points 24, 26. The light is focused by a biconcave lens 28
that focuses the light, optimising the amount that is captured.
A beam splitter 30 splits the light into two separate beams.

One beam gets refocused and passes to the secondary light
guide at connection port 28 while the second beam gets refo-
cused and passes to the second part of the original light guide
that passes to the endoscope. The secondary light cable 14
consists of multiply strands of fibre optics that in turn get
distributed within the cannula/port.

In an alternative embodiment, the fibre optic bundle 14 of
the cannula 16 is replaced with one or more light emitting
diodes (LED) 21 which are secured to the cannula at a suitable
location. For example LEDs may be located at the position of
the ends 18 and/or 20 of the fibre optic bundle 14 of the fibre
optic embodiment described above and electrical wire con-
nections 15 may be routed in the same way as the fibre optic
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bundle 14 in the above embodiments. In the embodiment
shown in FIG. 4, the end 20 is protected by a clear plate 20"
At the port 22 the LED cannula could then be connected to
either a battery pack or another low voltage power source.
Preferably, the LEDs omit a substantially white light. Where
appropriate, a very bright, single LED may be used.

In this alternative, LED, embodiment, the cost of the sys-
tem can be advantageously reduced because the light distri-
bution junction 12 and fibre optics cable 14 are no longer
required. The intensity of the auxiliary light source equipped
with LEDs can, of course, be regulated independently of the
intensity of the primary light source which continues to be
supplied by the fibre optic bundle 6.

Whether a lamp (e.g. a halogen lamp) and fibre optic
bundles, LEDs or any other light source are used for illumi-
nation, the colour of the emitted light may be manipulated
such that the shadow cast is minimally obstructive in the field
of view.

In one particular embodiment, the auxiliary light source is
arranged to emit light only in a narrow band, sufficiently
narrow in comparison to the main endoscopic light source so
that it can be filtered out without too much degradation of the
remaining image. At least, the band should be narrower then
the bandwidth of the main light source. Alternatively, the light
emitted by the auxiliary light source may be substantially
entirely in the non-visible spectrum, for example intra-red,
such that its removal would not be perceptible to a human
observer.

In this embodiment, the system includes a filter, which is
arranged to filter out the light from the auxiliary light source
in front of the image sensor, whether it is located in the
imaging unit or the endoscope. The filter is arranged to pass
light from the auxiliary light source when the shadow is being
enhanced and to block it otherwise.

Itwill be understood that the components of the system will
have to be adapted for use with the particular wavelength
chosen for the auxiliary light source, for example ensuring
that the LEDs emit the desired wavelength or that the light
guides are suitable for non-variable wavelength guides.

Turning now to FIG. 5, components of the system are
depicted as a block diagram. The video input from an endo-
scope 32 is transferred to an endoscope video processing unit
34 and the output of that unit is input into a shadow enhance-
ment unit 36, the output of which is displayed on a monitor
38. It should be noted that the shadow enhancement unit 36
and the endoscope video processing unit 34 can be housed in
oneand the same housing and may be implemented using the
same hardware or may be separate stand-alone units.

The shadow detection algorithm used by the enhancement
unit 36 is described in Lo B P L and Yang G Z; Neuro-fuzzy
shadow filter; Lecture notes in computer science: Proceed-
ings of the 7" Buropean Conference on Computer Vision,
2002; 2352: 381-392, which is incorporated by reference
herein. In summary, the algorithm has two major compo-
nents, statistical background removal based on the modelling
of a temporal probability distribution function of the incom-
ing video stream and shadow filtering. A background image is
calculated as the peak of the probability distribution function
of each pixel. In order to detect shadow pixels in a current
image, four different filters are applied to the current image:

The absolute difference between pixels in the current

image and in the background image.

The absolute ratio of pixels in the current image to pixels in

the background image.

The angle between RGB vectors of corresponding pixels in

the current image and the background image.
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A colour invariant filter proposed in E Salvador, A Caval-
laro and T Ebrahimi, “Shadow Identification and Clas-
sification using Invariant Color Models”, Proceedings of
the 2001 IEEE International Conference on Acoustics,
Speech and Signal Processing, vol. 3, 1545-1548, 2001,
is also incorporated by reference herein.

Based on the output of each of' the four filters, a neuro fuzzy
pixel classifier, which has been trained to classify a given
pixel as either a shadow pixel or a non shadow pixel, is used
to detect shadow pixels. Three fuzzy sets are designed to
describe low, medium and high levels of each filter output and
the three times four Boolean variables indicating membership
of the output of each of the filters in each of the fuzzy sets is
used as the 12 node input layer for a multi layer perceptron
(MLP) with one, ten hidden nodes, hidden layer and a single
output node. The output node represents whether a pixel is a
shadow pixel or not. The MLP is trained from image data.

For video sequence processing, it is difficult in practice to
perform such training with example data sets. To address this
problem, a contextual based training routine for adapting the
shadow filter responses based on the following rules can be
used:

1) If the outputs of the filters are all “low ”, the correspond-

ing pixel is a shadow pixel.

2) Ifthe outputs of the filters are all “high >, the correspond-
ing pixel is an object pixel.

3) If a shadow pixel is surrounded mainly by object pixels
and the outputs of the filters are not “low”, the corre-
sponding pixels should be re-classified as an object pixel
instead.

4) If an object pixel is surrounded mainly by shadow pixels
and the outputs of the filters are not “high ”, the corre-
sponding pixel should be re-classified as a shadow pixel
instead.

For rules (3) and (4), the pixels to be tested depends on the
chosen neighbourhood. For an eight neighbourhood setting,
“mainly” means that there are at least 5 surrounding pixels
that are inconsistent with the classification result of the cur-
rent pixel. During the processing of the video streams, the
above rules are evaluated in real-time. If any of the rules is
violated, the MLP is retrained by back-propagation.

It will, of course, be understood, that any other classifier
can be used to classify pixels based on the output of the filters
described above. Equally, different filters and different meth-
ods for shadow detection known in the art, can be applied.

Generally, shadow detection in the known art is used for
shadow removal, for example by replacing a pixel determined
to be a shadow pixel with the corresponding pixel of the
background image. Here, the object is shadow enhancement.
This can be achieved in a variety of ways. For example, the
pixel which is determined to be a shadow pixel can have its
overall luminescence reduced by a pre-set factor or may be
multipled with a pre-set colour vector if a change in the colour
of the shadow is desired. This may be useful to correct any hue
ofthe auxiliary light source, in particular when using the LED
embodiment described above. Alternatively, pixels deter-
mined to be shadow pixels could be set to a predetermined
value corresponding to black or predetermined level ona grey
scale.

One of the advantageous effects of the present system is
that shadow enhancement can be switched on and off at will.
Thus, a user could operate a manual switch when shadows are
desired in the image to aid navigation and deactivate shadow
enhancement when an unobstructed field of view is required
for fine manipulation or diagnosis. Alternatively, enhance-
ment could be switched on and off automatically, for
example, by detecting movement in the image using known
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image processing techniques. Another option is to secure a
motion detector, for example an accelerometer, to a surgical
instrument which is being used for MIS and enhance shadows
when movement of the instrument (above a threshold) is
detected.

With reference to FIG. 6, the system described above can
be used in a number of configurations. FIG. 6 schematically
depicts a patient 46 undergoing a laparoscopic surgery. A
cannula 40 provides access for a laparoscope and, in the case
of a forward looking laparoscope may act as an additional
main light source for the endoscope. In the case of a sideways
looking laparoscope, the cannula 40 may also provide an
auxiliary light source as described in Schurr et al. Alterna-
tively, cannula 40 may be of a normal type without any light
source capability. A second cannula 42 provides access to the
patient for a first surgical instrument and a third cannula 44
provides an auxiliary light source, as described above. In the
event that a second surgical tool is to be used, cannula 44 may
also serve to provide access for the second surgical tool. If, in
addition, cannula 42 is also equipped with an auxiliary light
source of the type described above, a shadow can be provided
for both first and second surgical tools, cannula 44 providing
the shadow for the first surgical tool and cannula 42 providing
a shadow for the second surgical tool.

While the invention is particularly suitable for surgery in
human patients, it is, of course, equally applicable to surgery
performed on non-human animals.

The invention is, of course, equally suitable for any non-
surgical application where depth perception in a monoscopic
or endoscopic field of view, for example of a microscope, is
desirable, particularly, although not exclusively, where fine
manipulation is required. It is applicable particularly
although not exclusively to any field of view in which a main
light source does not cast a shadow, for example because its
optical axis is aligned with the line of sight of the view.

It is understood that various modifications of the embodi-
ments of the system described above will be evident to a
skilled person and that the above description is exemplary
only and intended to illustrate the invention. The above
description is thus not limiting the scope of the invention,
which is defined by the appended claims.

The invention claimed is:
1. An imaging system for use in endoscopic medical pro-
cedures comprising:

an image capture device for capturing images of an endo-
scopic field of view;

an elongate member having a light source therein and a
cannula for accepting an endoscope or a minimally inva-
sive surgical instrument therethrough, the elongate
member operable such that a surgical tool within the
endoscopic field of view of the image capture device
casts a shadow within the endoscopic field of view of the
image capture device; and

an image processor operatively connected to the image
capture device and configured to (i) detect shadow pixels
in the images corresponding to the shadow cast by the
surgical tool relative to other shadow pixels in the
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images, and (ii) utilize neuro-fuzzy shadow filtering to
enhance the shadow pixels cast by the surgical tool rela-
tive to other shadow pixels in the images such that depth
perception relative to the surgical tool within the endo-
scopic field of view of the image capture device is
enhanced.

2. An imaging system as claimed in claim 1 which further
includes;

a motion detector operatively connected to the image pro-
cessor and detect movement of the surgical tool with the
field of view based on the received images;

wherein the image processor is configured to (i) receive the
images of the field of view, and (ii) arranged to enhance
the shadow only if the motion detector detects move-
ment of the surgical tool above a threshold.

3. An imaging system as claimed in claim 2 in which the
motion detector is arranged to detect movement of the object
from the captured images.

4. An imaging system as claimed in claim 2 in which the
motion detector is operatively connected to the surgical tool
to detect movement thereof.

5. An imaging system as claimed in claim 1 in which the
image processor includes a set of image filters including an
intensity filter and a colour filter and is operable to combine
an output of each filter in the set to detect shadow pixels.

6. An imaging system as claimed in claim 1 in which the
image processor is operable to enhance the shadow by mul-
tiplying the pixel value of shadow pixels by a predetermined
factor or by setting it to a predetermined value.

7. An imaging system as claimed in claim 1 including a
filter operable to pass light from the auxiliary light source
only when the image processor is operative to enhance the
shadow and to filter out substantially all of the light from the
auxiliary light source when the image processor is inopera-
tive; wherein, preferably, the auxiliary light source is
arranged to emit light only in a wavelength band narrower
than a wavelength band of a main light source or at non-
visible wavelengths.

8. An imaging system as claimed in claim 1 in which the
auxiliary light source includes an optical fibre bundle secured
at one end of the cannula such as to be operable to illuminate
the field of view and at another end to a light distributing
junction arranged to split incoming light into a component for
a light source of an endoscope and a diverted component for
the auxiliary light source.

9. An imaging system as claimed in claim 8 in which the
light distribution junction includes a regulator for setting the
intensity of the diverted component.

10. An imaging system as claimed in claim 1 including:

a first cannula with a first instrument disposed therethrough

and including a first auxiliary light source; and
asecond cannula with a second instrument disposed there-
through and including a second auxiliary light source;
wherein the first and second cannula are located relatively
to each other such as to produce a shadow of the second
and first instrument, respectively.
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