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OPTICAL IMAGING OR SPECTROSCOPY
SYSTEMS AND METHODS

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a continuation of U.S. patent
application Ser. No. 15/087,979, filed Mar. 31, 2016, which
is a continuation of U.S. patent application Ser. No. 12/655,
325, filed Dec. 29, 2009, which is a continuation under 35
US.C. 111(a) of PCT Patent Application PCT/US2008/
008081, filed Jun. 27, 2008, which claims the benefit of the
following three U.S. provisional patent applications: (1)
Application 60/937,724, filed Jun. 29, 2007; (2) Application
61/000,792, filed Oct. 29, 2007; and (3) Application 61/130,
904, filed Jun. 4, 2008. Each of the above-identified appli-
cations is incorporated herein by reference in its entirety

STATEMENT REGARDING
FEDERALLY-SPONSORED RESEARCH

[0002] This invention was made with government support
under grant number NS053684 awarded by the National
Institutes of Health (NIH). The Government has certain
rights in this invention.
[0003] Additional support was received from the Wallace
H. Coulter Foundation.

BACKGROUND

[0004] There are both clinical and non-clinical applica-
tions for imaging an object of interest. In a clinical example,
a body part may be imaged in two or three dimensions in
various ways, such as by using radiation (e.g., X-ray or CT
imaging), magnetism (e.g., magnetic resonance imaging),
sound (e.g., ultrasound imaging), or light (e.g., optical
coherence tomography). Spectroscopic information is also
useful, such as for determining the composition of an object
of interest.

OVERVIEW

[0005] The present inventors have recognized, among
other things, that laser scanning microscopy can presently
only achieve penetration depths of less than 600 pm, because
of light scattering effects. Laser scanning microscopy also
often uses an exogenous fluorescent contrast agent that is
introduced into the object to enhance the resulting image. If
three-dimensional (3D) images are to be acquired, laser
scanning microscopy serially adjusts the focal plane of the
light to sample different depths within the object, however,
this can be time-consuming.

[0006] The present inventors have also recognized that
laminar optical tomography (LOT) allows depth-resolved,
non-contact imaging of an object such as living tissue at high
frame rates, and such as to depths of greater than 2 mm with
up to 100 to 200 pm resolution. Unlike laser scanning
microscopy, LOT concurrently obtains information about
various depths in parallel, rather than serially. LOT can
image absorption contrast (such as oxyhemoglobin, deoxy-
hemoglobin, or melanin concentration) as well as fluores-
cence. For example, LOT can be applied to in-vivo dermal
imaging of skin cancer or in-vivo imaging of the function of
a rat brain. The LOT techniques can be performed at
orthogonal or oblique angles, such as described further
below.
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[0007] The present inventors have further recognized that
a technique of using LOT to acquire images at multiple
wavelengths (e.g., so as to be able to distinguish between
multiple different light-absorptive substances) can use
respective shutters to modulate light from corresponding
individual lasers emitting light at different wavelengths.
However, the present inventors have also recognized that
this can dramatically slow down image acquisition speed
and can limit the number of wavelengths, types of light
sources, or types of data that can be acquired.

[0008] Accordingly, the present inventors have recognized
and developed a technique that allows multi-spectral LOT
data to be acquired in parallel, such that data at one
wavelength can be acquired concurrently with data at
another (different) wavelength. Among other things, this
means that multiple lasers—or even a broadband light
source such as an LED or a lamp—can be used to concur-
rently illuminate the tissue with different wavelengths of
light. Moreover, by a clever arrangement of the detection
configuration, each wavelength can be distinguished and
recorded concurrently—in addition to allowing the concur-
rent depth-resolved LOT data. In such a parallel or concur-
rent mode, image acquisition can proceed as fast as scanning
of an incident beam allows. This can be quite fast and may
generally merely be limited by galvanometer mirror scan-
ning speed, digital data acquisition rate, or the noise floor of
the light detector. Furthermore, discrete wavelength laser
sources can be very expensive, and will typically provide
only as many different distinct wavelengths as the number of
lasers. By contrast, the present systems or methods permit
use of one or more broadband sources or multi-wavelength
lasers to potentially allow concurrent imaging of detailed
depth-resolved spectral optical response information. For
fluorescence imaging, the present systems or methods allow
the full spectrum of the fluorescent emission to be measured,
if desired. One or more excitation wavelengths can be used
concurrently, while one or more different fluorophores can
be measured and distinguished concurrently. Multiple con-
current measurements of the fluorescence emission spec-
trum can be recorded, allowing for spectroscopic analysis as
well as imaging using the present techniques.

[0009] Thus, the present inventors believe that the present
techniques can provide dramatic improvements to the effi-
cacy, speed, and potential applications of LOT. Examples of
potential applications include, without limitation, fluores-
cence and absorption contrast imaging or spectroscopy of
living tissues, such as the brain, retina, skin, or endothelial
tissues, such as the oral mucosa, colon, or cervix. By
concurrently acquiring multi-spectral absorption or fluores-
cence measurements, rapid functional imaging can be
accomplished.

[0010] The present inventors have also recognized that the
present techniques can be used concurrently with diffuse
correlation spectroscopy (DCS)—which can benefit from
the scanning and other aspects of the present techniques. The
DCS information can be used to directly or indirectly
provide additional useful information, such as blood flow,
tissue oxygenation, oxygen metabolism, or the like. This is
particularly useful where the region of interest includes
brain tissue, for example, such as for ischemic or stroke
characterization. For example, absorption contrast can pro-
vide oxygenation information, which, combined with DCS,
can yield metabolism information. Certain examples in this
document describe a combined LOT/DCS system that is
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capable of concurrently quantifying (1) absorption (and
hence oxyhemoglobin and deoxyhemoglobin dynamics in
living tissue), (2) fluorescence (such as that from a calcium
sensitive or voltage sensitive dye, a targeted molecular
probe, or an intrinsic fluorophore such as FAD, NADH, or
collagen), and (3) blood flow, such as via DCS.

[0011] The present inventors have further recognized that
the present techniques can benefit from using an at least
partially flexible optical conduit to communicate with the
target region. For a human or animal subject, this can permit
convenient external or internal imaging of a target location.
In certain examples, such as for internal imaging of a body
lumen, 360-degree circumferential viewing can be accom-
plished, such as by using a rotatable angled mirror. The
rotatable angled mirror can also be useful in laparoscopic or
oral examination, such as for examining the oral mucosa, for
example. A specified separation between a distal portion of
the optical conduit and the target region of the body can be
obtained using an inflatable balloon or other fixed or adjust-
able separation device.

[0012] The present inventors have further recognized that
one approach would be to use a LOT system that is built on
a rigid platform, with optical components steering the laser
beam or other light down onto the object to be imaged. The
platform can be raised and lowered, and the objective lens
can be tilted, but its utility can be severely restricted if
imaging is to occur in the clinic where the face and neck are
not easily and comfortably accessible via a rigid platform.
Accordingly, the present inventors have recognized that, by
introducing an articulating arm, and solving the associated
optical and configuration difficulties of sending and detect-
ing LOT or DCS signals, one can be enabled to image any
area near which one can position the articulating arm. This
can help extend all of the benefits of LOT or DCS to
situations in which the LOT or DCS information is to be
acquired in a clinic.

[0013] In certain examples, the LOT or DCS system
including the articulating arm can allow imaging of skin
cancer lesions on the neck and face. The articulating arm can
be used while still providing the LOT system with careful
control over the off-axis returning light that allows depth-
resolved LOT imaging (rather than just illumination). The
articulating arm allows LOT or DCS to be extended to many
more clinical applications than without the articulating arm,
and can provide better signal-to-noise characteristics than an
endoscopic embodiment. In certain examples, the LOT or
DCS system including the articulating arm can be used in a
non-medical imaging application, such as for example in
industrial quality control in difficult to reach places (e.g.,
where depth-resolved imaging of turbid material is desir-
able). The articulating arm can also allow configurations that
require delivered or detected light to retain one or more
features that cannot be maintained during passage through
an optical fiber. In certain examples, transmission of ultra-
violet light, pulsed laser light, or polarized light can be
significantly deteriorated by an endoscopic or other optical
fiber conduit, as compared to an articulating arm including
suitable reflectors, such as described further herein.

[0014] Example 1 can include subject matter that can
comprise at least one light source providing at least one
wavelength of light. In this example, the apparatus can
comprise a scanner, configured to receive the light from the
light source, and configured to scan a beam of the light
across a target region. In this example, the apparatus can
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comprise a light detector, configured to receive from the
target region a scanning response signal at a plurality of
distances from a beam location upon the target region. In this
example, the apparatus can comprise a wavelength separa-
tor, configured with respect to the light detector to direct a
first wavelength of the scanning response signal to a differ-
ent location of the light detector than a second wavelength
of the scanning response signal, wherein the second wave-
length is different from the first wavelength.

[0015] In Example 2, the subject matter of Example 1 can
optionally comprise a signal processor, coupled to the light
detector, the signal processor configured to concurrently
process the scanning response signal of the first wavelength
and the scanning response signal of the second wavelength.
In this example, the lateral distances can define a linear first
direction, and wherein the wavelength separator is config-
ured to spatially separate wavelengths of the scanning
response signal in a linear second direction that is orthogo-
nal to the first direction.

[0016] In Example 3, the subject matter of any one of
Examples 1 or 2 can optionally comprise the light detector
including a two-dimensional array of light detector ele-
ments, and is configured to detect different wavelengths of
the scanning response signal along a first dimension of the
two-dimensional array, and to detect along a second dimen-
sion of the two-dimensional array optical responses from the
different lateral distances from the beam location, and
wherein the first and second dimensions of the two-dimen-
sional array are orthogonal to each other, and comprising an
imaging data memory including a two-dimensional array of
memory locations for corresponding scanning locations of
the target region, each two-dimensional array of memory
locations storing data from the two-dimensional array of
light detectors for a particular scanning location of the target
region.

[0017] In Example 4, the subject matter of any one of
Examples 1-3 can optionally comprise the light source
comprising: a first laser, providing laser light at the first
wavelength; and a second laser, providing laser light at the
second wavelength that is different from the first wave-
length, and wherein the first wavelength of the scanning
response signal is in response to the first wavelength of laser
light provided by the first laser, and wherein the second
wavelength of the scanning response signal is in response to
the second wavelength of laser light provided by the second
laser.

[0018] In Example 5, the subject matter of any one of
Examples 1-4 can optionally be configured such that the first
wavelength of the scanning response signal is in response to
a first emission wavelength of a first fluorophore, and
wherein the second wavelength of the scanning response
signal is in response to a second emission wavelength of a
second fluorophore of the same type as the first fluorophore
or of a different type than the first fluorophore.

[0019] In Example 6, the subject matter of any one of
Examples 1-5 can optionally comprise a beam splitter con-
figured to communicate light with the scanner and the
wavelength separator.

[0020] In Example 7, the subject matter of any one of
Examples 1-6 can optionally comprise a housing that carries
at least the scanner and an objective lens.

[0021] In Example 8, the subject matter of any one of
Examples 1-7 can optionally comprise a tubular spacer,
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configured to fit about the objective lens and to maintain a
specified distance between the objective lens and the target
region.

[0022] In Example 9, the subject matter of any one of
Examples 1-8 can optionally comprise an articulating arm,
configured to communicate light along the articulating arm,
between the housing and the target region, without requiring
a fiber optic conduit.

[0023] In Example 10, the subject matter of any one of
Examples 1-9 can optionally be configured such that the
articulating arm comprises: first and second elongated seg-
ments, each segment defining a longitudinal direction; a
pivot, coupling the first and second elongated segments,
wherein at least one of the first and second elongated
segments is configured to rotate about the longitudinal
direction with respect to the pivot; and wherein the pivot
comprises an angled mirror configured to redirect light from
along a longitudinal direction of a first segment to be along
a longitudinal direction of the second segment.

[0024] In Example 11, the subject matter of any one
Examples 1-10 can optionally comprise at least two pivots
and at least three segments.

[0025] In Example 12, the subject matter of any one of
Examples 1-11 can optionally be configured such that the
light source comprises a broadband light source.

[0026] In Example 13, the subject matter of any one of
Examples 1-12 can optionally be configured such that the
wavelength separator includes at least one of a prism, a
diffraction grating, a dichroic filter, or multiple dichroic
mirrors.

[0027] In Example 14, the subject matter of any one of
Examples 1-13 can optionally be configured such that the
wavelength separator receives light from a slit that defines a
longitudinal direction such that the plurality of lateral dis-
tances from the beam location upon the target region cor-
respond to different locations along the longitudinal direc-
tion of the slit.

[0028] In Example 15, the subject matter of any one of
Examples 1-14 can optionally comprise: a correlator circuit,
coupled to the light detector to receive and compute a
temporal correlation of the scanning response signal from
the target region; and a signal processor, configured to
receive and use the temporal correlation to compute a first
characteristic of the target region.

[0029] In Example 16, the subject matter of any one of
Examples 1-15 can optionally comprise the signal processor
configured to receive, in response to the same scanning, a
fluorescence component of the scanning response signal,
and to use the fluorescence component of the scanning
response signal to compute a second characteristic of the
target region.

[0030] In Example 17, the subject matter of any one of
Examples 1-16 can optionally comprise the signal processor
being configured to receive, in response to the same scan-
ning, an absorption component of the scanning response
signal, and to use the absorption component of the scanning
response signal to compute a third characteristic of the target
region.

[0031] In Example 18, the subject matter of any one of
Examples 1-17 can optionally comprise the signal processor
being configured to receive, in response to the same scan-
ning, an absorption component of the scanning response
signal, the absorption component comprising at least two
different wavelengths of light, and to use the absorption
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component of the scanning response signal to compute the
third characteristic of the target.

[0032] In Example 19, the subject matter of any one of
Examples 1-18 can optionally comprise: an optical conduit,
optically coupled to the scanner and the light detector, the
optical conduit configured to communicate the beam of the
first wavelength of light to the target region, and configured
to communicate the scanning response signal from the target
region; and a laparoscopic or endoscopic instrument carry-
ing the optical conduit.

[0033] In Example 20, the subject matter of any one of
Examples 1-19 can optionally be configured such that a
distal portion of the conduit includes a longitudinal-to-side
optical translator guide that comprises a mirror that is
obliquely angled with respect to a longitudinal axis of the
optical conduit.

[0034] In Example 21, the subject matter of any one of
Examples 1-20 can optionally be configured such that the
mirror is rotatable about the longitudinal axis of the optical
conduit.

[0035] Example 22 can include, or can be combined with
any one of Examples 1-21 to optionally include, subject
matter including: sourcing light to form an incident beam;
scanning a location of the incident beam across a target
region; obtaining an optical response at different locations at
different distances in a first direction from the beam location
upon the target region; dispersing different wavelengths of
the optical response; and detecting the dispersed wave-
lengths of the optical response from the different locations
concurrently to provide information about the target region.
[0036] In Example 23, the subject matter of any one of
Examples 1-22 can optionally be configured such that sourc-
ing the light includes sourcing light at different wavelengths.
[0037] In Example 24, the subject matter of any one of
Examples 1-23 can optionally be configured such that
detecting the dispersed wavelengths of the optical response
includes detecting a first and second wavelengths of fluo-
rophore emission, wherein the first wavelength of fluoro-
phore emission is different from the second wavelength of
fluorophore emission.

[0038] In Example 25, the subject matter of any one of
Examples 1-24 can optionally be configured such that
detecting the dispersed wavelengths of the optical response
includes detecting the first wavelength of fluorophore emis-
sion from a first type of fluorophore and detecting the second
wavelength of fluorophore emission from a second type of
fluorophore that is different from the first type of fluoro-
phore.

[0039] In Example 26, the subject matter of any one of
Examples 1-25 can optionally be configured such that dis-
persing different wavelengths of the optical response
includes dispersing along a linear second direction that is
orthogonal to the first direction at a light detector.

[0040] In Example 27, the subject matter of any one of
Examples 1-26 can optionally comprise: storing a two-
dimensional array of response information from the light
detector for different beam locations of the target region; and
using the stored two-dimensional array of response infor-
mation from the light detector for different beam locations of
the target region to construct at least one of: a three
dimensional rendered image of the target region; an image
representing chemical composition of the target region; and
a plurality of images representing information about differ-
ent depths of the target region.
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[0041] In Example 28, the subject matter of any one of
Examples 1-27 can optionally be configured such that dis-
persing different wavelengths comprises refracting different
wavelengths by different amounts.

[0042] In Example 29, the subject matter of any one of
Examples 1-28 can optionally be configured such that dis-
persing different wavelengths comprises diffracting the dif-
ferent wavelengths by different amounts.

[0043] In Example 30, the subject matter of any one of
Examples 1-29 can optionally be configured such that dis-
persing different wavelengths includes filtering a first wave-
length from a second wavelength.

[0044] In Example 31, the subject matter of any one of
Examples 1-30 can optionally comprise: computing, for the
multiple different lateral locations, a temporal correlation of
the scanning optical response; and computing a first char-
acteristic of the target region using the temporal correlation.

[0045] In Example 32, the subject matter of any one of
Examples 1-31 can optionally comprise obtaining, in
response to the same scanning, a fluorescence component of
the scanning optical response signal; and using the fluores-
cence component of the scanning optical response signal to
compute a second characteristic of the target region.

[0046] In Example 33, the subject matter of any one of
Examples 1-32 can optionally comprise obtaining, in
response to the same scanning, an absorption component of
the scanning optical response signal; and using the absorp-
tion component of the scanning optical response signal to
compute a third characteristic of the target region.

[0047] In Example 34, the subject matter of any one of
Examples 1-33 can optionally comprise obtaining, in
response to the same scanning, an absorption component of
the scanning optical response signal, the absorption compo-
nent comprising at least two different wavelengths of light;
and using the absorption component of the scanning optical
response signal to compute a third characteristic of the target
region.

[0048] In Example 35, the subject matter of any one of
Examples 1-34 can optionally comprise using an optical
conduit to communicate light to and from the target region.

[0049] In Example 36, the subject matter of any one of
Examples 1-35 can optionally comprise scanning an incident
beam location and obtaining an optical response are carried
out for a target location that is internal to a human or animal.

[0050] In Example 37, the subject matter of any one of
Examples 1-36 can optionally be configured such that scan-
ning an incident beam location and obtaining an optical
response are carried out for a target location that is orthogo-
nal to a longitudinal axis of the optical conduit.

[0051] In Example 38, the subject matter of any one of
Examples 1-37 can optionally comprise: scanning the loca-
tion of the incident beam across a target region comprising
skin; and using the information about the target region to
discriminate between first and second skin conditions.

[0052] In Example 39, the subject matter of any one of
Fxamples 1-38 can optionally comprise using an oblique
angle from the target region for at least one of the scanning
or the obtaining the optical response.

[0053] These examples can be combined in any permuta-
tion or combination. This overview is intended to provide an
overview of subject matter of the present patent application.
It is not intended to provide an exclusive or exhaustive
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explanation of the invention. The detailed description is
included to provide further information about the present
patent application.

BRIEF DESCRIPTION OF THE DRAWINGS

[0054] The patent or application file contains at least one
drawing executed in color. Copies of this patent or patent
application publication with color drawing(s) will be pro-
vided by the Office upon request and payment of the
necessary fee.

[0055] Inthe drawings, which are not necessarily drawn to
scale, like numerals may describe similar components in
different views. Like numerals having different letter suf-
fixes may represent different instances of similar compo-
nents. The drawings illustrate generally, by way of example,
but not by way of limitation, various embodiments discussed
in the present document.

[0056] FIG. 11is a schematic diagram illustrating generally
portions of a system for optical imaging or spectroscopy and
portions of an environment in which the system can be used.
[0057] FIG. 2 is a schematic drawing illustrating generally
an example of an interface apparatus, such as for the system
illustrated in FIG. 1.

[0058] FIG. 3 is a diagram illustrating generally an
example of a method that permits concurrently obtaining
and separating depth-resolved and spectrally-resolved lami-
nar optical tomography information, such as for use in
imaging or spectroscopy.

[0059] FIG. 4 is an example of a plot of absorption vs.
wavelength for melanin, HbO,, and HbR.

[0060] FIG. 5is a schematic drawing illustrating generally
an example of a system, such as for concurrently performing
LOT and diffuse correlation spectroscopy (DCS).

[0061] FIG. 6 is a diagram illustrating generally an
example of portions of a method that can be performed at
least in part by using the system of FIG. 5, if desired, or
another system.

[0062] FIG. 7 is a cross-sectional schematic drawing illus-
trating generally an example of a distal portion of a lapa-
roscope or endoscope that include an optical conduit.
[0063] FIG. 8A is a schematic drawing of an example of
a cutaway end view of a mirror within an orifice, directing
light to and from a region of interest.

[0064] FIG. 8B is a schematic drawing of an example of
the mirror together with a linear arrangement of optical
fibers.

[0065] FIG. 8C is a schematic drawing of an example of
a cutaway side view of the mirror and fibers within the
orifice.

[0066] FIG. 9 is a schematic drawing showing an example
in which incident light is provided through a lens to a
polarizing beam splitter that passes S polarization and
reflects P polarization toward a mirror.

[0067] FIG. 10A is a color plot of modeled data indicating
probability of light passing through various regions of
tissue, a separation distance of 3.00 mm between incident
light (at a 15-degree angle from a line perpendicular to the
tissue surface) and a location at which the optical response
is observed.

[0068] FIG. 10B is a color plot of modeled data indicating
probability of light passing through various regions of
tissue, a separation distance of 2.50 mm between incident
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light (at a 15-degree angle from a line perpendicular to the
tissue surface) and a location at which the optical response
is observed.

[0069] FIG. 10C is a color plot of modeled data indicating
probability of light passing through various regions of
tissue, a separation distance of 2.00 mm between incident
light (at a 15-degree angle from a line perpendicular to the
tissue surface) and a location at which the optical response
is observed.

[0070] FIG. 10D is a color plot of modeled data indicating
probability of light passing through various regions of
tissue, a separation distance of 1.00 mm between incident
light (at a 15-degree angle from a line perpendicular to the
tissue surface) and a location at which the optical response
is observed.

[0071] FIG. 10E is a color plot of modeled data indicating
probability of light passing through various regions of
tissue, a separation distance of 0.50 mm between incident
light (at a 15-degree angle from a line perpendicular to the
tissue surface) and a location at which the optical response
is observed.

[0072] FIG. 10F is a color plot of modeled data indicating
probability of light passing through various regions of
tissue, a separation distance of 0.20 mm between incident
light (at a 15-degree angle from a line perpendicular to the
tissue surface) and a location at which the optical response
is observed.

[0073] FIG. 10G is a color plot of modeled data indicating
probability of light passing through various regions of
tissue, a separation distance of 0.00 mm between incident
light (at a 15-degree angle from a line perpendicular to the
tissue surface) and a location at which the optical response
is observed.

[0074] FIG. 11A is a color plot of modeled data indicating
probability of light passing through various regions of
tissue, a separation distance of 4.00 mm between incident
light (at a 35-degree angle from a line perpendicular to the
tissue surface) and a location at which the optical response
is observed.

[0075] FIG. 11B is a color plot of modeled data indicating
probability of light passing through various regions of
tissue, a separation distance of 3.00 mm between incident
light (at a 35-degree angle from a line perpendicular to the
tissue surface) and a location at which the optical response
is observed.

[0076] FIG. 11C is a color plot of modeled data indicating
probability of light passing through various regions of
tissue, a separation distance of 2.00 mm between incident
light (at a 35-degree angle from a line perpendicular to the
tissue surface) and a location at which the optical response
is observed.

[0077] FIG. 11D is a color plot of modeled data indicating
probability of light passing through various regions of
tissue, a separation distance of 1.50 mm between incident
light (at a 35-degree angle from a line perpendicular to the
tissue surface) and a location at which the optical response
is observed.

[0078] FIG. 11E is a color plot of modeled data indicating
probability of light passing through various regions of
tissue, a separation distance of 1.00 mm between incident
light (at a 35-degree angle from a line perpendicular to the
tissue surface) and a location at which the optical response
is observed.

Aug. 2,2018

[0079] FIG. 11F is a color plot of modeled data indicating
probability of light passing through various regions of
tissue, a separation distance of 0.40 mm between incident
light (at a 35-degree angle from a line perpendicular to the
tissue surface) and a location at which the optical response
is observed.

[0080] FIG. 11G is a color plot of modeled data indicating
probability of light passing through various regions of
tissue, a separation distance of 0.00 mm between incident
light (at a 35-degree angle from a line perpendicular to the
tissue surface) and a location at which the optical response
is observed.

[0081] FIG. 12 shows an example of an articulating arm
that can provide optical communication along and within the
articulating arm itself.

[0082] FIG. 13 shows a schematic illustration of compo-
nents of the articulating arm used in conjunction with LOT
components.

[0083] FIG. 14 shows a schematic illustration of how the
lenses and the diffraction grating or other wavelength dis-
persive element can be used to spectrally separate the
response signal in the z-direction of the two-dimensional
light detector array, with spatial separation of the optical
response signal being orthogonal thereto, such as in the
y-direction as shown.

[0084] FIG. 15 shows an example of a cross sectional
schematic view of skin imaging.

[0085] FIG. 16 shows a schematic drawing of an example
of a LOT system, such as for skin imaging.

[0086] FIG. 17 shows information relating to skin imag-
ing. The left-most images show Monte-Carlo simulations of
the likely paths of light for three source-detector separations:
(1) 0.2 mm, top left image; (2) 0.6 mm, middle left image;
and (3) 1.0 mm, bottom left image. The middle images show
raw imaging data acquired on a benign mole (A) and
amelanotic erythema (B), for the same three source-detector
separations. The right-most images are photographs of the
mole (A) and amelanotic erythema (B).

[0087] FIG. 18 shows an example of simultaneously-
acquired multi-spectral LOT data obtained using a test
phantom as the object being imaged.

DETAILED DESCRIPTION

[0088] Optical imaging or spectroscopy described can use
laminar optical tomography (LOT), diffuse correlation spec-
troscopy (DCS), or the like. An incident beam is scanned
across a target. In various examples, time-resolved (e.g.,
pulsed light) can be used, such as to obtain fluorescence
lifetime or scattering information. Frequency modulated
light can be used, in certain examples. Cross-polarized or
other polarized light can be used, in certain examples. An
optical response to the incident beam can be obtained, such
as concurrently at different distances from the incident
beam. Such different distances can be linearly displaced
from the incident beam, circumferentially displaced from
the incident beam, or displaced in orthogonal directions
from the incident beam location, in various examples. The
optical response from multiple incident wavelengths can be
concurrently obtained by dispersing the response wave-
lengths in a direction orthogonal to the response distances
from the incident beam. Temporal correlation can be mea-
sured, from which flow and other parameters can be com-
puted. An optical conduit can enable endoscopic or laparo-
scopic imaging or spectroscopy of internal target locations.
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An articulating arm can communicate the light for perform-
ing the LOT, DCS, or the like. The imaging can be used for
skin cancer diagnosis, such as distinguishing lentigo
maligna (LM) from lentigo maligna melanoma (LMM).

[0089] FIG.11is a schematic diagram illustrating generally
portions of a system 100 for optical imaging or spectroscopy
and portions of an environment in which the system 100 can
be used. In this illustrative example, the system 100 can
include at least one light source, such as one or more of
lasers 102, 104, or 106 providing laser light having at least
two different light emission wavelengths. In the illustrative
example of FIG. 1, the laser 102 emits 635 nm light, the laser
104 emits 532 nm light, and the laser 106 emits 473 nm
light. In this example, the light from the multiple light
sources of the lasers 102, 104, and 106 can be combined and
delivered to an optional optical conduit, such as an optical
fiber conduit 108 of one or multiple optical fibers. In this
example, in which three different wavelengths of light are
shown for illustrative purposes, the combining of the dif-
ferent wavelengths of light can be accomplished using a first
frequency/wavelength selective filter (e.g., a 45° angled
dichroic mirror 110) and a second frequency/wavelength
selective filter (e.g., a 45° angled dichroic mirror 112). In
this example, the dichroic mirror 110 passes light having
wavelengths longer than 600 nm (such as the 635 nm light
from the laser 102) and reflects shorter wavelengths (such as
the 532 nm light from the laser 104). In this way, the dichroic
mirror 110 can be used to combine the different-wavelength
light from the lasers 102 and 104. In this example, the
dichroic mirror 112 passes light having wavelengths longer
than 500 nm (such as the 635 nm light from the laser 102 and
the 532 nm light from the laser 104) and reflects shorter
wavelengths (such as the 473 nm light from the laser 106).
In this way, the dichroic mirror 112 can be used to combine
the different wavelength light from the lasers 102, 104, and
106.

[0090] In the example of FIG. 1, the optical fiber conduit
108 delivers the combined different wavelength light from
the lasers 102, 104, and 106 to a refractive element, such as
alens 114. The lens 114, in turn, collimates and delivers the
combined different wavelength light to a beam-splitter, such
as the polarizing beam splitter 116. In this example, the
beam splitter 116 provides a first portion of this light along
a first path 118 toward the object to be imaged. This beam
splitter 116 can also serve to direct light returning from the
object to be imaged along a second path 120 toward an
imaging detector apparatus, such as described further below.

[0091] In the example of FIG. 1, the light provided along
the first path 118 is delivered to an optical scanner 122. In
this example, the scanner 122 scans its received light across
various locations on a two-dimensional x-y plane. To
accomplish this, the scanner 122 can include an x-scanner
galvanometer 124 and a y-scanner galvanometer 126, each
of which can be computer controlled. Other techniques of
scanning or otherwise steering the light can include using an
acousto-optical deflector, a polygonal scanning mirror
arrangement, a microelectromechanical (MEMs) mirror
array, or any other suitable light steering technique. In this
example, the x-y scanned beam of light that is output by the
scanner 122 can be provided to a refractive element, such as
alens 128, which focuses the scanned light beam at a desired
location on a proximal end portion of a flexible optical
conduit 130, such as an optical fiber bundle. In this example,
a distal end portion of the flexible optical conduit 130
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provides the light to a variable magnifier 132. The variable
magnifier 132 can include first and second refractive ele-
ments 134A-B, having a variable distance with respect to
each other or to the distal end portion of the optical conduit
130. The variable magnifier 132 can serve as an objective
lens that permits scanning its incident light beam across a
larger (or smaller) field of view, to permit receiving an
optical response signal across the larger (or smaller) field of
view. The variable magnifier 132 can also serve to adjust the
effective separation between the incident light beam and the
detected optical response signal. This allows adjustment of
the depth of penetration of the incident light beam that is
represented by the detected optical response signal. It also
allows adjustment of the depth resolution represented by the
detected optical response signal. The variable magnifier 132
need not be located at or near the distal end portion of the
optical conduit 130, but can alternatively be located at or
near the proximal end of the optical conduit 130, or to an
intermediate portion of the optical conduit 130, or the
variable magnifier 132 can be omitted altogether, if desired.
In certain examples, the lenses 140, 144, or 152 can be
adjusted to change the separation between the “source” and
“detector” light, such as independent of the field of view.

[0092] In the example of FIG. 1, the light is delivered to
an object to be imaged, such as, for example, a skin lesion
site 136 on a person’s arm 138. An optical response signal
can be detected and communicated back along the first path
118 to the beam splitter 116, and then along the second path
120 toward an imaging detector apparatus, such as described
further below. This optical response signal can include
information about one or more of absorbed light (e.g., at the
same wavelength as the incident light), reflected light (e.g,,
at the same wavelength as the incident light), or a fluores-
cence light emission (e.g., at a different wavelength than the
incident light). The optical response signal need not occur at
the particular location of incidence at which the scanned
incident light was delivered. Instead, nearby locations can
emit a response signal, with locations that are laterally more
distant from the light beam’s incident location at the site 136
generally providing an optical response associated with
incident light that has traveled more deeply into the object
to be imaged. Thus, the distance between the location of the
emitted optical response signal and the location of the
incident light is indicative of the depth to which the incident
light has traveled. Analyzing the optical response signal at
multiple such varying distances from the location of inci-
dence permits depth-resolved non-contact imaging of living
tissue, which can be referred to as a form of laminar optical
tomography (LOT), such as described herein, such as to
depths of greater than 2 mm with resolution on the order of
about 100 to 200 um, depending on tissue type. The recon-
struction analysis can be performed using modeling such as
Monte Carlo simulation, such as described below.

[0093] The second path 120 receives light from the beam-
splitter 116. In this illustrative example, a refractive element,
such as a lens 140, focuses the light onto an input of an
element comprising a slit 142. An output of the slit 142
provides the light to a refractive element, in this example,
such as the lens 144. However, at this point, the optical
response light signal does not separate information accord-
ing to wavelength. One approach to separate information by
wavelength is to provide a shuttering mechanism to provide
light of a particular wavelength, then analyze the response
from that wavelength, and repeat in a time sequence for



US 2018/0214024 Al

other wavelengths. However, shuttering is time-consuming
such that it is possible that a biological change can occur
before all wavelengths of light are provided and their
responses observed. In the case of such an intervening
biological change, the multiple wavelengths and their
responses can fail to provide a unique spectroscopic solu-
tion, can involve using more sophisticated detection com-
ponents, or can be slow.

[0094] The present inventors have recognized, among
other things, that a wavelength separator such as a dispersive
element 146 can be used in a clever arrangement to solve
this problem. In this example, the lens 144 collimates and
provides the light via a slit to the dispersive element 146,
such as to a prism, diffraction grating, or one or more
dichroic filters. The slit can be arranged in a first direction
(e.g., a y-direction) such that distances along a length of the
slit represent the various lateral distances, from the location
of instance of the incident light, at which the optical
response signal is observed. The present inventors have
recognized, among other things, that the dispersive element
146 can be used to disperse the different wavelengths of the
response signal in a second direction (e.g., an “x” direction)
that is orthogonal to the first direction of the slit. The
resulting x-y array of wavelength vs. lateral distance optical
response information from the dispersive element 146 can
be captured using a light detector, such as an x-y photomul-
tiplier array 148, a charge-coupled device (CCD) light
detector array, a photodiode array, or a square optical fiber
bundle or collection of linear fiber or detector arrays.

[0095] Inthe example of FIG. 1, a reflective element, such
as a mirror 150, can optionally be used to direct the light
from the dispersive element 146 and toward a refractive
element, such as a lens 152. The lens 152 can be used to
provide variable magnification, such as to adjust the x-y
dispersion provided by the dispersive element 146 to more
fully use the space provided by the x-y photomultiplier array
148, thereby increasing or maximizing its spectral resolu-
tion. Information from the 2D light detector array 148 is
provided to a computer-implemented or other signal pro-
cessor circuit 160 to perform desired computation or analy-
sis, such as the Monte Carlo model-based reconstruction
described below. The signal processor circuit 160 can com-
municate with a user interface 162, which can include a
display, such as to provide information obtained using the
desired computation or analysis.

[0096] LOT using a single wavelength of incident light
provides depth-resolved optical imaging information. By
including the dispersive element 146 in the LOT system 100,
such multiple different wavelengths can be used concur-
rently, and the resulting optical response information can be
concurrently separated according to such different wave-
lengths. Such wavelength-separated information can then be
processed, such as to generate a rendered volumetric image
or to perform spectroscopic analysis of the composition of
the object being examined. Concurrent use of different
wavelengths allows faster imaging or spectroscopy. Infor-
mation acquisition speed is particularly important for imag-
ing or spectroscopy of biological targets, in which the target
otherwise might undergo a change during the time between
imaging or spectroscopy of first and second different wave-
lengths, which could potentially render a slower (e.g., seri-
ally-obtained) composite of such information useless. More-
over, the present inventors have recognized that concurrent
use of different wavelengths allows use of different light
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sources. In certain examples, a cheaper broadband light
source (e.g., a light-emitting diode (LED) or a lamp) can
replace the laser light sources described above, since the
resulting information can be spectrally separated such as
described above. Thus, even though FIG. 1 illustrates an
example in which three different distinct wavelengths of
light are used, other examples can use fewer distinct wave-
lengths, (e.g., 2 wavelengths), more distinct wavelengths
(e.g., 4, 5, 6, . . ., etc. wavelengths), or even more
wavelengths that are not necessarily distinct, such as a
broadband light source, for example. Thus, FIG. 1 is merely
an illustrative example; not all components illustrated in
FIG. 1 are required in all examples. Moreover, the present
approach using the spectral dispersion of concurrent mul-
tiple wavelengths could be cheaper than temporal sequenc-
ing of different wavelengths using expensive shutters and
separate lasers for each wavelength instead, an unshuttered
less expensive single laser concurrently emitting multiple
wavelengths of light can be used, for example.

[0097] The present approach can also be useful for observ-
ing an exogenous or endogenous fluorescence response,
such as in tissue. In an exogenous approach, a contrast agent,
which can include multiple fluorophores that emit a fluo-
rescence response at different wavelengths, can be intro-
duced into the tissue. In an endogenous approach, an intrin-
sic fluorophore emits the fluorescence response at a different
wavelength than the excitation wavelength. In either an
exogenous or endogenous approach, a single excitation
wavelength (or even a broadband light source) can be used
to obtain the fluorescent emission response. The optical
response at the excitation wavelength can be notch-filtered
or otherwise attenuated or removed from the optical
response information, such as for emphasizing the fluores-
cent emission relative to the optical response at the excita-
tion wavelength. The multiple fluorescence emission bands
(e.g., from Nicotinamide adenine dinucleotide (NADH),
flavin adenine dinucleotide (FAD), collagen, elastin, a cal-
cium-sensitive or voltage sensitive dye, as an illustrative
example) can be spectrally separated using the dispersive
element 146, and detected using a 2 dimensional light
detector array, or a series of stacked 1 dimensional linear
light detector arrays, for example. In certain examples,
information from the 2D light detector array 148 can be used
to measure light scattering in two orthogonal directions
(e.g., in an L-shape, rather than along a line). This may
provide useful information about the tissue, such as infor-
mation about the scattering anisotropy.

[0098] FIG. 2 is a schematic drawing illustrating generally
an example of an interface apparatus, such as for the system
100 illustrated in FIG. 1. In the illustrative example of FIG.
2, a housing 200 can be mounted onto an articulated arm
202, such that the location of the housing 200 can be
manually, robotically, or automatically manipulated with
respect to a target object to be imaged, such as an external
skin lesion 204 on a patient 206, for example. The housing
200 can house at least some of the components illustrated in
FIG. 1, such as the lens 114, the polarizing beam splitter 116,
the x-scanner galvanometer 124 the y-scanner galvanometer
126, the lens 128, and the lens 140. The optional objective
lens 208 can include the variable magnification lenses
134A-B of FIG. 1, such as in an example in which it is
desirable to adjust the beam size upon the object, the field of
view, or the effective separation between incident light and
the detected optical response light. An optional hollow tube
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210 of a specified length (e.g., 150 mm) can be fitted to the
objective lens 208 or to the housing 200 to help provide and
maintain a consistent desired spacing between the objective
lens and the object to be imaged. The tube 210 can be at least
partially opaque, such as to the wavelengths of light used in
the imaging, such as to help protect a user or subject from
exposure to stray laser light, for example. The tube 210 can
be transparent to other portion(s) of the visible spectrum, if
desired, so as to allow the user to visualize the target 204.
Spacing apart from the target tissue is not required. In
another example, a distal portion of the apparatus is pressed
directly against the target tissue, which may help reduce
motion artifact. Such a mechanism can also include a safety
interlock, in certain examples, such as to inhibit or prevent
accidental exposure to laser radiation. A disposable (e.g.,
transparent) plastic barrier can be used so that the apparatus
need not be cleaned between uses with different patients.

[0099] FIG. 3 is a diagram illustrating generally an
example of a method 300 that permits concurrently obtain-
ing and separating depth-resolved and spectrally-resolved
laminar optical tomography information, such as for use in
imaging or spectroscopy. At 302, light is sourced at two or
more different wavelengths, which can be either distinct
individual wavelengths or a broader spectrum of wave-
lengths. For example, this can include incident light at 635
nm, 532 nm, and 473 nm, such as illustrated in FIG. 1. At
304, an incident beam location is scanned across an imaging
area of interest. For example, this can include using an
x-galvanometer and a y-galvanometer, such as described
with respect to FIG. 1. At 306, an optical response to the
incident light can be detected at multiple locations, such as
at different lateral distances from the incident beam location
being scanned at that particular time. At 308, the constituent
wavelengths of the optical response are dispersed, such as
across a linear dimension. This linear dimension across
which these wavelengths are dispersed can be arranged to be
orthogonal to a linear dimension of the different locations at
which the incident light is detected at 306. At 310, the
optical response to the incident light is detected across the
different locations and across the different wavelengths. For
example, this can include using a two-dimensional optical
detector such that the different locations are dispersed across
a first direction (e.g., an x-direction) and the different
wavelengths are dispersed across a second direction (e.g., a
y-direction) that is orthogonal to the first direction. At 312,
the resulting detected response data can be stored, such as in
a two-dimensional memory array with memory locations
corresponding to the different locations in the two-dimen-
sional optical detector used at 310. As the incident beam is
scanned across different scanning locations of the imaging
region of interest, a two-dimensional array of response data
can be detected and stored for each such scanning location.
The data can be used for producing a rendered volumetric
image, or for performing spectroscopy analysis (e.g., using
the object’s spectral absorption or fluorescence profile), such
as to determine the volumetric composition of the object.

[0100] Thus, in certain examples, the above system 100
and method 300 can use a two-dimensional detector array,
multiple linear detector arrays, or multiple linear detectors,
along with a diffraction grating, prism, or other spectrally
separating optical element to concurrently image multi-
spectral on-axis or off-axis scattered light from a scanning
spot to allow depth-resolved optical imaging or spectros-
copy. For example, the two-dimensional detector array is
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useful for performing multi-spectral LOT imaging or spec-
troscopy. The linear array is useful for DCS. The above
system 100 and method 300 are advantageous over a system
and method that uses serial illumination of different wave-
lengths of laser light, and either multiple individual detec-
tors or a linear array of detectors. Serial illumination of
different wavelengths of light typically involves a compli-
cated shuttering process. It will therefore result in slower
imaging frame rates, and can result in a lack of simultaneity
in measurements of living dynamic systens (e.g., movement
artifacts or fast hemodynamic changes can inhibit quantita-
tive spectroscopic analysis of results). Examples of some
applications of the present systems and methods include,
without limitation, fluorescence, absorption, or scattering
contrast imaging or other spectroscopy of living tissues,
such as the brain, retina, skin, or endothelial tissues such as
the oral mucosa, colon, or cervix. By haying concurrently
acquired multi-spectral absorption or fluorescence measure-
ments, rapid functional imaging can be accomplished.
Multi-spectral detection allows separation of signals, such as
from mixtures of fluorophores or chromophores, such as
voltage or calcium sensitive dyes, molecular probes, colla-
gen, NADH, flavoproteins, tryptophan, oxyhemoglobin,
deoxyhemoglobin, melanin, lipid, water, cytochrome, etc.
For example, FIG. 4 is an example of a plot of absorption vs.
wavelength for melanin, HbO,, and HbR, demonstrating
that the laser wavelengths described with respect to FIG. 1
can provide measurements for achieving spectral separation.
As an illustrative example, if spectral information at three
wavelengths is acquired, and spectral response information
about three substances is known, this permits simultaneous
solving of three equations of three variables, such as to
obtain information about concentrations of the three sub-
stances. Thus, there are considerable advantages to the
ability of the present systems and methods to efficiently
combine both multi-spectral and depth-resolved imaging or
spectroscopy data, and the present systems and methods are
not limited to dermal imaging or spectroscopy, but can also
be used in other applications such as, for example, brain
imaging, or non-clinical or non-biological applications.

[0101] FIG. 51is a schematic drawing illustrating generally
an example of a system 500, such as for concurrently
performing LOT and diffuse correlation spectroscopy
(DCS). As described above, LOT can be configured to
concurrently provide both spectrally-resolved and depth-
resolved imaging or spectroscopy data, such as by scanning
an incident light beam across a tissue or other region of
interest, and using optical response information such as
absorption or fluorescence. The present inventor has also
recognized that by concurrently performing DCS, blood
flow or other useful information can also be obtained, such
as concurrently obtained along with the LOT data. This is
useful, as an illustrative example, in a brain imaging appli-
cation such as for determining whether ischemic is present,
such as resulting from a stroke, for example.

[0102] DCS generally involves using a laser source for
providing incident light, such as at a wavelength that typi-
cally exhibits a desired coherence length over which the
incident light maintains a desired degree of coherence. Light
scattering by the tissue or other target object can be detected.
Fluctuations in the detected scattered light can be ascer-
tained, such as by using a correlator circuit or like module
to compute one or more temporal correlation statistics of the
detected scattered light. In tissue having blood flow, such as
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aregion of interest of the brain, for example, less blood flow
will result in a longer time-constant of temporal correlation
of the detected scattered light. Conversely, more blood flow
will result in a shorter time-constant of temporal correlation
of the detected scattered light. Information about blood flow
or changes in blood flow is useful by itself. Moreover, such
information can also be used, for example, in determining
tissue oxygenation, tissue oxygen extraction, or tissue oxy-
gen metabolism. DCS information can also be used to
generate 3D imaging information, such as described further
below.

[0103] FIG. 51is similar to FIG. 1 in certain respects. In the
example of FIG. §, laser light sources 502, 504, and 506 are
similar to the laser light sources 102, 104, and 106 of FIG.
1. In the example of FIG. 5, the light source 502 emits laser
light at a wavelength 636 nm, the light source 504 emits
laser light at a wavelength of 532 nm, and the light source
506 emits laser light at a wavelength of 488 nm. This
example also includes a light source 507 that emits light
having a desired coherence length for performing DCS. In
this example, the laser light source 507 emits laser light at
a wavelength of 800 nm, which can permit using the desired
coherence length for performing DCS.

[0104] In this example, the different wavelengths of light
from the corresponding different lasers 502, 504, 506, and
507 are combined and delivered to the lens 104, either
directly or such as via an optional optical fiber conduit 108.
In certain examples, such as for providing light for perform-
ing DCS, a single-mode low dispersion optical fiber conduit
108 is used. In this example, in which four different wave-
lengths of light are shown for illustrative purposes, the
combining of the different wavelengths of light can be
accomplished similarly to that described above with respect
to FIG. 1, but including an additional frequency selective
filter (e.g., a 45° angled dichroic mirror 508). The dichroic
mirror 508 passes light having wavelengths longer than 700
nm (such as the 800 nm light from the laser 507) and reflects
shorter wavelengths (such as the 636 nm light from the laser
502).

[0105] The light from the light sources 502, 504, 506, and
507 is delivered to the optical fiber or other optical conduit
108 and, similarly to the above description with respect to
FIG. 1, is delivered to a site of interest 536 in an object of
interest 538, such as a brain region, for example. In the
schematic drawing of FIG. 5, a mirror 530 is used in place
of the optical conduit 130 of FIG. 1, however, the optical
conduit 130 of FIG. 130 of FIG. 1 could be used in FIG. 5
instead of the minor 530, and vice-versa. FIG. 5 also
includes a frequency selective filter 532 (e.g., one or more
45° angled dichroic mirrors). The frequency selective filter
532 passes light having the same wavelengths as the incident
light lasers 502, 504, 506, and 507 (e.g., passes light at
wavelengths of 636 nm, 532 nm, 488 nm, and 800 nm, in
this example). However, the frequency selective filter 532
reflects light at other wavelengths, such as the fluorescence
components of the optical response to these incident light
wavelengths. In this way, the fluorescence optical response
signal can be extracted and provided to a light detector 539.
This can be carried out via a refractive element, for example,
such as a lens 541 that focuses the light on a desired region
of the light detector 539. In this example, the light detector
539 includes an at least one-dimensional (1D) array of
individual light detecting elements, such as a 1D photomul-
tiplier array, and the resulting information can be provided
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to a signal processor circuit 560. This permits resolving the
fluorescence signal from different lateral locations at the site
536 with respect to the location of the incident light beam.
As discussed above, such different lateral locations represent
responses from light that has penetrated to different depths
of the object 538; responses obtained at more distant lateral
locations are presumed to have penetrated into the object
538 more deeply. Using a light propagation model, such
information can be used to generate a 3D volumetric image
representation of the fluorescence optical response. The
absorption optical response can be detected using the light
detector 148, such as described above with respect to FIG.
1, with the resulting information provided to a signal pro-
cessor circuit 560 to perform desired computation or analy-
sis. The signal processor circuit 560 can communicate with
a user interface 562, which can include a display 564, such
as for displaying rendered or other imaging information,
spectroscopy information, or the like.

[0106] FIG. 5 also includes another wavelength selective
optical filter (e.g., a 45° angled dichroic mirror 540). In this
example, the dichroic mirror 540 passes light having wave-
lengths shorter than 750 nm and reflects light having longer
wavelengths. In this way, the optical response to the 800 nm
DCS laser 507 can be extracted from the second path 120
and reflected toward DCS detection components. In this
example, such DCS detection components can include a
refractive element, such as a lens 542, which focuses the
light toward a light detector. In certain examples, such as for
DCS, the light detector is capable of counting received
photons, such as to provide a resulting signal having an
intensity that is a function of the photon count, or a resulting
signal providing a pulse per photon, or the like. In this
example, such a light detector includes individual photo-
multipliers or an at least 1D (e.g., 1x8) photomultiplier array
544, however, the light detector could include a pigtail of
fibers or multiple individual light detectors. In the 1D array
example, different locations along the 1D light detector array
544 receive an optical response signal from locations of the
target that are different distances away from the incident
light beam’s location at the target. As described above, this
provides information about light that has penetrated to
different depths within the target; optical responses obtained
at distances that are farther from the incident light beam
location are presumed to be responses from light that has
penetrated more deeply into the target object 538. In this
example, each light detector in the 1D light detector array
544 provides information about its detected light to a
correlator 546 circuit. The correlator 546 computes one or
more temporal correlation statistics that can be provided to
the signal processor circuit 560 to perform DCS. Among
other things, such DCS is useful for obtaining blood flow
information. An example of obtaining blood flow informa-
tion from DCS is described in Joseph P. Culver et al,
“Diffuse Optical Tomography of Cerebral Blood Flow, Oxy-
genation, and Metabolism in Rat During Focal Ischemia,”
Journal of Cerebral Blood Flow & Metabolism, 23:911-924,
2003. Detected diffuse light intensity I(r,t) can be detected as
a function of distance, r, and time, t. A normalized intensity
autocorrelation function of the diffuse light intensity can be
computed. This can be used to calculate the diffuse electric
field temporal autocorrelation function, which satisfies the
correlation diffusion equation. The correlation function
decay depends on a constant, k, which can be represented as:

P=3p,u+0, %k, T o)
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where T represents the autocorrelation time delay and k,
represents the photon wavenumber in the medium. The
parameter I'=o,; characterizes blood flow; « represents the
probability that a photon is scattered by a moving “cell” and
is presumed proportional to cerebral blood volume. The
blood flow speed can be parameterized by a Brownian
diffusion constant, Dy, such as described in Culver et al. and
the references cited therein.

[0107] As described above, the DCS information can be
used to obtain a rendered 3D image that includes informa-
tion about any changes in the blood flow through the tissue.
Moreover, blood flow information can also be used, for
example, in determining and displaying a 3D representation
of tissue oxygenation, tissue oxygen extraction, or tissue
oxygen metabolism. The DCS-derived information is par-
ticularly useful in conjunction with the absorption or fluo-
rescence spectroscopic information provided by the LOT
concurrent to the DCS information generation.

[0108] Moreover, the present DCS configuration, which
cleverly uses the x-y scanning from the LOT configuration
of FIG. 1, is extremely useful over a DCS system that does
not make use of such scanning, but that instead would
acquire DCS data either by delivering light to and from
tissue using single mode optical fibers, or by using free-
space lenses to image a static grid of light sources and light
detectors onto the surface of the tissue or other target being
imaged. Both would result in low resolution images, with
very slow frame rates, since an optical switch would be used
to sequentially illuminates the source fibers in their coarse
pattern. Moreover, many parallel detection units would be
needed to acquire the scattered light, thereby restricting the
performance of such a system. By contrast, by using the
present x-v scanning, higher resolution, faster, and lower
cost DCS information can be obtained—even without using
the components of FIG. 5 providing LOT absorption and
fluorescence contrast information, if desired.

[0109] For example, if only DCS information is desired,
components 502, 504, 506, 110, 112, 532, 541, 539, 540,
140, 142, 144, 146, 152, and 148 can be omitted; such an
example can still take advantage of the present scanning
techniques in conjunction with DCS. If DCS and LOT
fluorescence information is desired, components 532, 541,
539 can be added back in, along with at least one of
components 502, 504, or 506 and a respective at least one of
components 508, 110, or 112. If DCS and LOT absorption
information is desired, components 540, 140, 142, 144, 146,
152, and 148 can be added back in, along with along with at
least one of components 502, 504, or 506 and a respective
at least one of components 508, 110, or 112. Multi-wave-
length LOT absorption information can be obtained using
the DCS laser 507 for providing at least one of the multiple
wavelengths, if desired. In another example, if LOT absorp-
tion and fluorescence information is desired, but DCS infor-
mation is not desired, the configuration of FIG. 5 can be
modified to omit components 540, 542, 544, and 546 A-H.
[0110] Combining DCS with LOT presents certain tech-
nical challenges that the present approach has overcome,
such as, for example, how to extract the distinct wavelengths
useful for DCS from other wavelengths useful for LOT, and
how to perform the different DCS and LOT processing
concurrently—particularly where the LOT information can
be both spatially-resolved and spectrally-resolved, such as
described above with respect to FIG. 1. However, combining
DCS with LOT is also useful in an example that does not use
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a dispersive element 146 to obtain spectrally-resolved and
spatially-resolved LOT, but which merely combines spa-
tially-resolved LOT with DCS.

[0111] Among other things, the combined LOT/DCS sys-
tem illustrated in FIG. 5 is capable of concurrently quanti-
fying (1) absorption (and hence oxyhemoglobin and deoxy-
hemoglobin dynamics in living tissue), (2) fluorescence
(such as that from a calcium sensitive or voltage sensitive
dye, a targeted molecular probe, or an intrinsic fluorophore
such as FAD, NADH, or collagen), and (3) blood flow via
DCS.

[0112] Although FIG. 5 illustrates separate detection
“pathways” for each of fluorescence (e.g., via components
532, 541, and 539), absorption (e.g., via components 140,
142, 144, 146, 152, and 148), and DCS (e.g., via components
540, 542, 544, and 546), this is merely one convenient
implementation configuration. In other examples, it is pos-
sible to share components and, therefore, reduce the number
of components used to implement the system. For example,
the 2D light detector array 148 need not only be used to
obtain the LOT absorption response information. Instead,
the 2D light detector array 148 can also be used to perform
light detection for obtaining the LOT fluorescence informa-
tion, for obtaining the DCS information, or for obtaining
both LOT fluorescence information and DCS information.
[0113] For example, to use the 2D light detector array 148
to obtain the DCS information, the correlators 546A-H can
be connected to elements in the light detector array 148 that
detect the particular wavelength desired for DCS (e.g., 800
nm, in this example). As described above with respect to
FIG. 1, the dispersive element 146 is configured to disperse
optical response wavelengths along a first dimension of the
2D array, with the perpendicular second dimension of the
array representing different lateral optical response locations
with respect to incident beam location. Thus, if a particular
“row” of the 2D array represents 800 nm optical response at
different locations, then the correlators 546 can be individu-
ally connected to the light detector elements in that row for
obtaining the DCS information. Similarly, if a particular
“column” of the 2D array represents 800 nm optical
response at different locations, then the correlators 546 can
be individually connected to the light detector elements in
that column for obtaining the DCS information. Using the
2D light detector array 148 for obtaining LOT absorption
and DCS information would allow components 540, 542,
and 544 to be omitted.

[0114] In another example, the 2D light detector array 148
can be used to obtain the LOT fluorescence response, as well
as the LOT absorption response. Since fluorescence
response occurs at wavelengths that are different from the
wavelength(s) of the incident light, the fluorescence
response information can be obtained from the 2D light
detector array 148 by ignoring information from those
elements that are associated with incident wavelengths. For
example, if the incident wavelengths used are 800 nm and
636 nm, which, as the result of the dispersive element 146
correspond to particular “rows” of the 2D light detector
array 148, then the fluorescence response information can be
obtained from other rows of the 2D light detector array 148.
Similarly, if the incident wavelengths used are 800 nm and
636 nm, which, as the result of the dispersive element 146
correspond to particular “columns” of the 2D light detector
array 148, then the fluorescence response information can be
obtained from other columns of the 2D light detector array



US 2018/0214024 Al

148. In another example, if the incident wavelengths used
are 800 nm, 636 nm, 532 nm, and 488 nm, which, as the
result of the dispersive element 146 correspond to particular
“rows” of the 2D light detector array 148, then the fluores-
cence response information can be obtained from other rows
of the 2D light detector array 148. Similarly, if the incident
wavelengths used are 800 nm, 636 nm, 532 nm, and 488 nm,
which, as the result of the dispersive element 146 correspond
to particular “columns” of the 2D light detector array 148,
then the fluorescence response information can be obtained
from other columns of the 2D light detector array 148. Using
the 2D light detector array for obtaining LOT absorption and
LOT fluorescence information would allow components
532, 541, and 539 to be omitted. Using the 2D light detector
array for obtaining LOT absorption, LOT fluorescence, and
DCS information would allow components 540, 542, 544,
532, 541, and 539 to be omitted.

[0115] Although certain examples have been discussed in
terms of using a 2D light detector array, multiple 1D light
detector arrays could be “stacked” or otherwise used, or a
combination of 1D and 2D light detector arrays could be
used. This will allow mixing or matching of different
detector arrays having different properties, as desired.

[0116] FIG. 6 is a diagram illustrating generally an
example of portions of a method 600, which can be per-
formed at least in part by using the system of FIG. 5, if
desired. At 602, light of at least one wavelength is sourced
to form an incident beam. The light generally will include
light that has a desired coherence length, such as described
above. In certain examples, light of multiple distinct differ-
ent wavelengths can be provided, such as described above.
At 604, the incident beam is scanned across a target region.
In certain examples, from this same scanning instance, both
DCS and LOT information is obtained, such as described
above. At 606, in response to the scanning and for a
particular beam location, a scanning optical response signal
is obtained. In certain examples, the optical response signal
for a particular beam location is obtained at multiple differ-
ent locations (e.g., different distances) from the incident
beam location. In certain examples, the optical response
signal includes multiple wavelengths, such as for LOT
absorption spectroscopy, for example. In certain examples,
the optical response signal includes one or more wave-
lengths that are different from the one or more incident
wavelengths, such as for LOT fluorescence spectroscopy, for
example. In certain examples, the optical response signal
includes a DCS wavelength that attains at least a particular
desired coherence length. At 608, a temporal correlation is
computed, such as described above. In certain examples, a
temporal correlation is computed for the optical response
signal corresponding to each of the multiple different loca-
tions (e.g., different distances) from the incident beam
location. At 610, a characteristic of the target region is
computed using the temporal correlation information. In
certain examples, this includes computing one or more of a
blood flow characteristic, a tissue oxygenation characteris-
tic, an oxygen metabolism characteristic, or forming or
displaying a rendered 3D representation of one or more of
such characteristics.

[0117] The present inventors have also recognized that
using an at least partially flexible optical conduit 130, such
as shown in FIG. 1, will in certain situations provide
advantages over an example that does not use such an at
least partially flexible optical conduit 130, such as the
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example of FIG. 5 that instead uses a mirror 530, which can
be replaced by the optical conduit 130. In certain examples,
the at least partially flexible optical conduit 130 can be used
to provide a tethered handheld wand for external imaging or
spectroscopy. In certain other examples, the at least partially
flexible optical conduit can be used to provide a laparo-
scopic or endoscopic probe such as for carrying out mini-
mally-invasive or other internal diagnostic or prognostic
imaging or spectroscopy. For example, this can permit the
above-described LOT and DCS techniques to be performed
on the oral mucosa, cervix, esophagus, colon, trachea, lung,
etc., or performed during surgery, such as by embodying the
flexible optical conduit 130 within an at least partially
flexible and externally steerable endoscope (such as a
colonoscope, for exaniple), which can include flexible and
steerable viewing optics.

[0118] FIG. 7 is a cross-sectional schematic drawing illus-
trating generally an example of a distal portion 700 of an
externally steerable laparoscope or endoscope that includes
an optical conduit 130, which in some examples can be at
least partially flexible, such as for a laparoscopic or endo-
scopic LOT, DCS, or other procedure, such as discussed
above, to be carried out within a body such as within a body
lumen. In certain such applications, it is desirable to obtain
a 360 degree or other circumferential image about an interior
of the body lumen, such as by using a longitudinal-to-
circumferential optical translator guide. In the example of
FIG. 7, a rotatable angled mirror 702 or prism can be
positioned at the distal portion 700 with respect to the optical
conduit 130. In the example shown, a rotatable 45° angled
mirror 702 can redirect the incident light beam from along
a longitudinal axis of the optical conduit 130 through a
transparent (e.g., at the operative wavelengths) window 706
toward a circumferential site 704 on the interior of the body
lumen into which the distal portion 700 is inserted. This
provides a “side-looking” elongated apparatus. However,
the mirror angle can be established or adjusted, such as to
additionally or alternatively provide rearward or forward
imaging. In this example, the mirror 702 can similarly
redirect the optical response from the circumferential site
704 back along the longitudinal axis of the optical conduit
130, such as toward a proximal external location for per-
forming light detection and signal processing, such as
described above. The mirror 702 can be rotated about the
longitudinal axis of the optical conduit 130, such as to
provide full 360° degree imaging or spectroscopy. if desired.
In the example of FIG. 7, an outer cylinder 708 with an
atraumatic blunt head 710 rotates about the optical conduit
130. A distal portion of the outer cylinder 708 carries the
mirror 702 and includes the window 706, such that rotation
of the outer cylinder 708 rotates the minor 702 and the
window 706, such as to enable circumferential imaging or
spectroscopy. Other techniques may also be suitable for
rotating the mirror 702 or otherwise providing circumfer-
ential viewing, imaging, or spectroscopy. A dichroic mirror
702 can also be used, for example, to pass at least one
different wavelength of light along the longitudinal axis of
the optical conduit 130 through the minor 702 and through
an optically transparent head portion 710 (or to another
differently-oriented angled mirror). This can provide view-
ing along the longitudinal axis of the optical conduit 130,
which can be helpful for viewing or guiding the distal
portion 700 within the body lumen, or even for providing
LOT, DCS, or other like capability along the longitudinal
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axis of the optical conduit 130. In the example of FIG. 7, the
variable magnifier 132 can be located at the distal end of the
optical conduit 130, near the minor 702, or at the proximal
end of the optical conduit 130.

[0119] In certain applications, it can be desirable to fixate
the distance between the optical conduit or variable magni-
fier 132 and the site 704. In certain examples, this can be
accomplished by using a transparent window 706 having the
desired thickness to maintain the desired separation. In
certain examples, this can be accomplished by using a
toroidal or other balloon cuff 712 located circumferentially
about the distal portion 700. The toroidal balloon cuff 712
can be remotely inflatable, such as via a fluid conduit 714
that extends toward a proximal external end of the endo-
scopic or laparoscopic apparatus. In certain examples, the
desired separation can be maintained by a plurality of arms
that can be remotely actuated to splay outward or retract
inward. Other techniques can also be suitable for maintain-
ing the desired separation.

[0120] In certain examples, the side-looking distal end of
FIG. 7 uses proximal-end x-y scanning, such provided by
the scanner 122 of FIG. 1. However, it may be possible to
obtain the desired information without such scanning. For
example, movement of the endoscope or laparoscope (e.g.,
insertion, withdrawal, or rotation) can be used to control the
location at which incident light is delivered, or the location
where an optical response is obtained. In another example,
movement of an element (e.g., mirror 702) within the
endoscope or laparoscope (e.g., rotation, telescopic or other
extension or retraction) can similarly be used to control the
location at which incident light is delivered, or the location
where an optical response is obtained.

[0121] FIGS. 8A, 8B, and 8C provide a schematic
example of a side-looking endoscopic or laparoscopic probe
for performing optical tomography such as for imaging or
spectroscopy. FIG. 8A shows a generally tubular body organ
800, such as a colon, blood vessel, or the like. Within the
orifice 802, a longitudinal-to-side optical translator guide,
such as a rotatable mirror 804 or prism, can re-direct light
from along a longitudinal axis and toward a region of
interest 806 on and within the interior wall of the orifice 8§02.
FIG. 8B shows the rotatable mirror 804, with a linear
arrangement of optical fibers 808A-G. In this example, the
fiber 808 A provides incident light to the tissue via the mirror
804. The fibers 808B-G measure the optical response, via the
mirror 804, at various lateral distances from the location of
the incident light provided by the fiber 808A. In certain
examples, one or more of the fibers 808 includes a lens at its
distal end, such as a graded refractive index (GRIN) lens,
such as for focusing the incident light upon the mirror 8§04,
or for collecting the optical response light from the mirror
804. FIG. 8C shows a side view.

[0122] Inan example, the mirror 804 rotates together with
the linear arrangement of fibers 808—this can be accom-
plished by rotating the endoscopic apparatus carrying these
elements, or by providing rotation of these elements within
the endoscopic apparatus carrying these elements. Such
rotation permits 360-degree circumferential imaging or
spectroscopy within the orifice 802. A back-and-forth rota-
tion can also be used, e.g., a 360-degree rotation in one
direction, followed by a 360-degree rotation in the opposite
direction. The mirror 804 can also be inserted deeper into the
orifice 802 or retracted outward from the orifice 802,
together with or independent from the circumferential rota-
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tion. This can be accomplished by moving the endoscopic
apparatus carrying these elements, or by providing tele-
scopic extension or retraction of these elements within the
endoscopic apparatus carrying these elements, or other
desired element, such as, for example, a MEMs mirror array
to steer the light.

[0123] Although the above description has emphasized
examples in which light is incident substantially perpen-
dicular to region of interest, the present inventors have also
recognized that providing the incident light at a non-or-
thogonal angle to the region of interest can actually be
desirable, and has the potential for providing higher sensi-
tivity and better imaging or spectroscopic resolution. With-
out being bound by theory, this increased depth sensitivity is
believed to be particularly effective at shallow depths, where
there is a significant degree of directionality of the light
within the tissue. An intersection point between incident
light and detected light pathways will provide locations of
highest sensitivity for imaging or spectroscopy. In some
examples, detection can be performed at an oblique angle
and illumination can be performed at a perpendicular angle.

[0124] FIG. 9 is a schematic drawing showing an example
in which incident light 900 is provided through a lens 902 to
a polarizing beam splitter 904 that passes S polarization and
reflects P polarization toward a mirror 906. The mirror 906
reflects the light with P polarization toward a region of
interest 908, where it is incident at a non-perpendicular
angle to the region of interest, such as at the angle 910
measured from a line that is perpendicular to the region of
interest 908. The scattered incident light will lose its polar-
ization as it is scattered within the tissue of the region of
interest 908, and specular reflected light will maintain its P
polarization, but such optical response will be rejected upon
return to the polarizing beam splitter 904 from the region of
interest 908. FIG. 9 also shows optical response detection
pathways 912A-C spaced at various lateral distances from
the location of the incident light. The optical response
returns along the pathways 912A-C through a lens 914 to the
polarizing beam splitter 904, which passes light with S
polarization on to the lens 902, and to a light detector, such
as described above in the other examples. The angled
incident beam 906 provides regions of increased sensitivity
at the intersections with the optical response return pathways
912A-C, beyond that which could be obtained if the incident
light were perpendicular to the target region 908 and later-
ally spaced from the optical response return pathways 912A-
C. The lens 902 can be used to account for the difference in
path length of the light diverted by the polarizing beam
splitter 904.

[0125] The particular angle of incidence 910 can take on
any desired value in the range of 0 degrees and 90 degrees.
In an example, the angle 910 is between 10 degrees and 80
degrees. In another example, the angle 910 is between 20
degrees and 80 degrees. In another example, the angle 910
is between 10 degrees and 50 degrees. FIGS. 10A-10G are
color plots of modeled simulation data illustrating sensitiv-
ity functions indicating the most probable paths of the light,
with red indicating a larger probability through that particu-
lar region, and blue indicating a smaller probability through
that particular region. Information detection will be more
sensitive in the areas in which there is a larger probability of
the light having passed through. In each of FIGS. 10A-10G,
the incident light enters the tissue surface, at 1000, at an
angle 910 that is 15 degrees from a line perpendicular to the
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tissue surface. The optical response is measured at 1002 in
an orientation that is perpendicular to the tissue surface. The
separation distances between the incident location 1000 and
response location 1002 are 3.00 mm (FIG. 10A), 2.50 mm
(FIG. 10B), 2.00 mm (FIG. 10C), 1.00 mm (FIG. 10D), 0.5
mm (FIG. 10E), 0.2 mm (FIG. 10F), and 0.00 mm (FIG.
10G), respectively. As seen in FIGS. 10A-G, it is possible to
tailor the separation distance and the incident angle to select
a desired region, to provide increased sensitivity at that
desired region, if desired. The angle at which the optical
response is detected could also be adjusted, if desired. FIGS.
10A-G also show that, in general, shorter lateral separation
distances between incident and response locations are more
sensitive to shallower regions, and wider lateral separation
distances between incident and response locations are more
sensitive to deeper regions.

[0126] FIGS. 11A-11G are similar color plots illustrating
sensitivity functions, for a 35-degree incident angle 910, and
separation distances of 4.00 mm (FIG. 11A), 3.00 mm (FIG.
11B), 2.00 mm (FIG. 11C), 1.50 mm (FIG. 11D), 1.00 mum
(FIG. 11E), 0.40 mm (FIG. 11F), and 0.00 mm (FIG. 11G).
As seen in FIGS. 11A-G, it is possible to tailor the separation
distance and the incident angle to select a desired region to
provide increased sensitivity at that desired region, if
desired. The angle at which the optical response is detected
could also be adjusted, if desired.

[0127] In some examples, Monte Carlo simulation can be
used to form a reconstruction model that can be used to
create the plots of FIGS. 10A-G and 11A-G, respectively.
The reconstruction model can also be used to reconstruct an
image from the acquired optical response data, if desired. A
sensitivity function (such as illustrated in the plots of FIGS.
10A-G and 11A-G) can be defined as:

T (FI=OM B ). @

[0128] In Equation 2, above, for a given incident light
location, n, and a given optical response detection location,
m, the sensitivity function J, (r) will be a function of the
position r within the tissue. M,, ,, represents a measurement
at the tissue surface. p (r) is the absorption at the position r
within the tissue. 8M,, , represents a change in the measure-
ment M, .. dp,(r) represents a change in p,(r). Equation 2
uses the Born approximation, which assumes a linear model
relating M, ,, and p,(r). The Born approximation assumes
that dy,,(r) is small, so that I, ,(r) can be used to predict
M, .- Alternatively, the Rytov approximation can be used,
which replaces dp,(r) with exp(dp,(r)). However, the real
relationship relating M, and p (r) is non-linear. Therefore,
for larger absorption changes, dp,,(r), or for other reasons, it
may be desirable to use a non-linear reconstruction that
updates estimates of I, ,(r) based on the structure of the
target object.

[0129] From Equation 2, if a modeled sensitivity function
I, (t) is known, then the absorption u,(r) at various posi-
tions within the tissue can be calculated from the measured
OM,, ,, Monte Carlo simulation can be used to calculate the
modeled sensitivity function I, ,(r). At depths into the tissue
that are shorter than the mean scattering length oflight in the
tissue, directionality of the incident light can be important.
Therefore, at such distances into a tissue sample, informa-
tion about the angles of propagation of the photons can be
included in the model. At distances into the tissue that
exceed the mean scattering length of the light in tissue, a
diffusion approximation to the equation of radiative trans-
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port can optionally be used in the model. The radiative
transport equation itself can be used in the model, if desired.
Moreover, instead of Monte Carlo simulation, empirical
measurements or other modeling (e.g., finite element mod-
eling (FEM), finite difference modeling, Maxwell’s equa-
tions, or the like) can be used to create the reconstruction
model.

[0130] The reconstruction model can also incorporate any
information known about the target object. For example,
such known information can be incorporated into the model
as one or more constraints upon the model, or as constraints
upon 3D or other image reconstruction or spectroscopic
information obtained using the model. In an example, if a
particular type of target tissue is known, then the model can
incorporate information about that particular target tissue
type. For example, brain tissue exhibits less light scattering
than skin tissue. Therefore, information about the lower
scattering of brain tissue can be incorporated into the model.
Darker skin exhibits more light absorption than lighter
colored skin; this information about a known target can be
incorporated into the model. Also, the model can also
incorporate spectral information about the particular chro-
mophores expected in that type of target tissue. Similarly,
known information about target shape can be used to gen-
erate the model. Likewise, information about the particular
wavelength of incident light can be incorporated into the
model. In certain examples, it is not necessary to actually
create a 3D image using the model. Instead, raw data can be
processed or presented to a user without actually creating a
3D image. In an example, one can also use a non-linear
model that need not require a linearization assumption like
Born or Ryton. A look-up table approach could also be used,
in an example. In an example, pixel-by-pixel analysis of
optical properties and shape functions can be performed
without performing a complete image reconstruction.

[0131] Although the above description has emphasized an
example in which absorption due to light scattering is
modeled, a target’s fluorescence response can be similarly
modeled. Fluorescence results from a photon being absorbed
by a fluorophore and a different photon (of longer wave-
length) being emitted. Therefore, the amount of fluorescence
light emitted will depend on the absorption coeflicient of the
fluorophore, the quantum yield of the fluorophore (how
many incident photons are generally required to trigger the
fluorescent emission of a photon), and the concentration of
the fluorophore in the target sample of interest. Therefore,
fluorescence can be modeled by replacing p,(r) in Equation
2 with a p,,(r) term denoting fluorescence absorption. Other
less simplified models can also be used. For example,
because in fluorescence the absorbed photon is of shorter
wavelength than the emitted photon, the incoming and
emitted photons experience different absorption and scatter-
ing, and such differences can be included in the model. The
directionality of the incident light is important in modeling
scattering events until a fluorophore is encountered, how-
ever, since fluorescence emission is generally random in
direction, this can also be incorporated into the model. In
another example, a combined model of both fluorescence
and absorption can also be used, such as to account for
interaction between the fluorescence response and the
absorption response of a target region of interest. In an
example, Raman scattering or other optical contrast can be
examined.
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[0132]

[0133] As described above, LOT can allow non-contact
depth-resolved optical imaging, such as for example of
living tissues to depths even greater than 2 millimeters with
on the order of about 100 to 200 micrometer resolution, and
with sensitivity to both absorption and fluorescence contrast.
In certain examples, LOT can use a beam of light that is
scanned over the surface of the tissue, such as by using
galvanometer mirrors, such as described above. In response
to the scanning beam, light can be detected, such as from
areas adjacent to the location of scanning beam upon the
target. The further away from the incident beam location that
the light has traveled, the deeper that it has traveled into the
tissue, and this can thereby be used to provide depth
sensitive measurements. Using a model-based reconstruc-
tion algorithm, this data can be reconstructed into depth-
resolved images of optical contrast, in certain examples,
such as described above.

[0134] The present inventors have recognized, among
other things, that LOT or DCS data can be more conve-
niently acquired (such as in a clinical setting) using an
articulating arm, such as for communicating light to or from
the target location, such as the surface of a person’s body or
any other desired target location. Such an articulating arm
can provide three pivots (e.g., correspondingly providing
three axes of rotation), which can advantageously be used to
allow LOT or DCS techniques to be performed at any
desired location on the external surface of the body, for
example. Moreover, one or more additional pivots can be
further added, such as to further increase the degrees of
freedom (e.g., by correspondingly providing further axes of
rotation, if desired). In certain examples, the articulating arm
setup can be used to allow LOT or DCS techniques to be
performed during surgery, such as to help distinguish dis-
eased tissue from normal tissue, for example. In certain
examples, the articulating arm setup can be combined with
the endoscopic arrangement, such as described above.

[0135] The sensitivity of LOT to oxygenation contrast and
to both intrinsic (e.g., collagen, NADH, flavoproteins, tryp-
tophan and oxy- and deoxy-hemoglobin, melanin, lipid,
water, cytochrome etc.) and exogenous contrast (e.g. volt-
age, calcium or pH sensitive dyes, molecular probes), as
well as the above-described LOT example providing paral-
lelized multi-spectral detection (sometimes referred to by
the present inventors as “SpectralOT”) can produce a
highly versatile and relatively inexpensive medical imaging
modality with particular suitability to clinical imaging appli-
cations, particularly when used with the articulating arm,
endoscopic apparatus, or both.

[0136] A LOT or DCS system using the articulating arm
can be configured in various ways. For example, FIG. 2
shows an illustrative example in which a housing 200 with
various optical components is mounted on an articulating
arm 202. However, in an example, such as shown in FIG. 2,
in which the articulating arm 202 does not provide for
optical communication through the articulating arm 202
(e.g., using a separate optical fiber conduit 108), a bulky
housing 200 at the distal end of the articulating arm 202
could be needed in order to house the various optical
components as shown in FIG. 2. In an example, the articu-
lating arm 202 can include one or more springs, one or more
counter-weights, or robotic control, such as for stability or
positioning.

Articulating Arm Example
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[0137] FIG. 12 shows an example of an articulating arm
1200 that can provide optical communication along and
within the articulating arm 1200 itself. This allows the
optical components to be located at a proximal end of the
articulating arm 1200, such that any such bulky optical
components can be more conveniently housed away from
the subject or object to which LOT or DCS is being applied.
In an illustrative example, the housing 200 of FIG. 2 can
omit the articulating arm 202. Instead, the housing 200 can
be located at proximal end (away from the subject 1202) of
the articulating arm 1200. In an example, the articulating
arm 1200 can include pivots 1204 A-C. Each of the pivots
1204A-C can include or be coupled to a respective cylin-
drical or other elongated or other segment 1206, along which
light can be longitudinally communicated, and an angled
(e.g., 45 degree) mirror 1208, to redirect light in a perpen-
dicular direction thereto. The cylindrical segments 1206 can
be configured to pivot or rotate about their respective
longitudinal axes, such that the combination of the pivoting
or rotating segments 1206 and the angled mirrors 1208
provide an adjustable articulating arm 1200 that can com-
municate light therewithin (e.g., without requiring an optical
fiber transmission medium). In an illustrative example, the
pivot 1204A can be mounted, in place of the spacer tube 210,
to the housing 200. In this way, light for LOT or DCS can
be provided via the objective lens 208 into the pivot 1204A,
in which it can be perpendicularly redirected by the angled
mirror 1208A into the rotatable cylindrical segment 1206 A.
Then, such light can pass through the segment 1206A into
the pivot 1204B, in which it can be perpendicularly redi-
rected by the angled mirror 1208B into the rotatable cylin-
drical segment 1206B. Such light, in turn, can pass through
the segment 1206B into the pivot 1204C, in which it can be
perpendicularly be redirected by the angled mirror 1208C
into the last cylindrical segment 1206C (which can, but need
not, be pivotable or rotatable). Light from the last segment
1206C is directed onto the subject 1200. The return optical
signal can traverse a reverse path along the articulating arm
1200.

[0138] FIG. 13 shows a schematic illustration of compo-
nents of the articulating arm 1200 used in conjunction with
LOT components, such as already described in detail above
with respect to FIGS. 1, 2, and 12. The segments 1206 can
include respective refractive elements, such as refractive
lens 1210, as desired. Thus, FIG. 13 shows an illustrative
example of the articulating arm 1200 coupling the laser
scanning beam to the patient 1200. In the example of FIG.
13, the galvanometer mirrors of the galvanometer 122
provide x and y scanning of the incident beam. Mirrors 1208
located at the pivot joints 1204 of the articulating arm 1200
are positioned so as to perpendicularly redirect the scanning
beam, ultimately toward the image plane. The field of view
or source-detector separation distances can be adjusted, in
certain examples, such as by changing the ratio of the focal
lengths of the scan lens 208 and detector lenses 140, 144,
and 152.

[0139] FIG. 14 shows a schematic illustration of how the
lenses 144 and 152 and the diffraction grating or other
wavelength dispersive element 146 can be used to spectrally
separate the response signal in the z-direction of the two-
dimensional light detector array 148, with spatial separation
of the optical response signal being orthogonal thereto, such
as in the y-direction as shown in FIG. 14.
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[0140] Example of Simultaneous Multi-Wavelength LOT
Imaging of Skin Cancer

[0141] Lentigo maligna (LM) is a lesion in the skin’s
epidermis. LM mostly occurs in older individuals, such as
on sun-damaged skin of the head and neck. The lesions
typically appear as a dark brown to tan discoloration on the
skin. The lesion boundaries and depth of invasion are
difficult to determine. Such information can be very impor-
tant for proper treatment. Upon extension of the invasion
from the epidermis into the dermis, LM is referred to as
lentigo maligna melanoma (LMM). The prognosis for LMM
is worse than for LM because the dermis contains both
vascular and lymphatic networks, thereby providing a meta-
static potential. A treatment for LM and LMM is surgical
excision of the tumor-containing tissue. Since the lesions
typically occur on the face and neck, the surgery has an
additional complexity to fully remove the tumor-containing
tissue while preserving facial features. At the present time,
it is uncertain whether LM will provide good contrast,
because (without being bound by theory) the edges are
believed not usually high in melanin. However, it is believed
that other dermatology applications can also benefit from the
present systems and methods.

[0142] FIG. 15 shows an example of a cross sectional
schematic view of skin imaging, such as with respect to skin
that, in this example, includes an epidermis layer extending
from the surface to a depth of about 100 um below the
surface, a cutis layer beginning at about 2000 pm below the
surface, and a dermis layer located between the epidermis
and the cutis layers. In this example, a focused laser beam
can be scanned over the skin surface, such as at the location
of a lesion. Light remitted at locations further from that of
the incident laser beam provides information about deeper
subsurface (e.g., at z1 72, z3) optical properties of the tissue.
LOT can be used for imaging skin lesions. As described
above, LOT can provide a non-contact imaging system
capable of depth-resolved imaging, such as, for example, to
depths of up to about 2 mm with up to about 100-200 pm
resolution at up to about 100 frames per second. LOT can
scan a focused laser beam over tissue and measure the
scattered light emerging at successive lateral distances of up
to 2.5 mm away from the scanning location, such as shown
in the example of FIG. 15. The response light measured at
further distances from the focused incident scanning spot
can reveal respectively deeper subsurface absorption and
fluorescence properties of the tissue. For example, LOT can
be used to measure the depth-resolved absorption properties
of melanin, oxyhemoglobin, or deoxyhemoglobin.

[0143] Melanocytes, the pigment (melanin) producing
cells in the epidermis, are the cells that become cancerous in
malignant melanomas. At present, the discoloration associ-
ated with an increased concentration of melanin is generally
the surgeon’s primary way of determining surgical margins
of LM. However, in some cases, the true margins of LM
extend beyond the area of pigmentation visible from the
surface. This can lead to re-excisions or recurrence of the
disease.

[0144] Dermal vascularity is expected to significantly
increase beneath in situ LMM, such as compared with
normal skin or when LM is present without dermal invasion,
in which cases the vascularity is believed less likely to
significantly differ from surrounding skin. Therefore, LOT’s
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ability to measure the amount, and oxygenation state of
blood beneath a lesion can be useful for surgical staging or
further treatment planning.

[0145] While LOT can be used for studying hemodynam-
ics, such as in the exposed rodent brain, it can also be
configured for clinical use. By way of example, but not by
way of limitation, it can be used to acquire simultaneous
three-wavelength measurements of skin. Among the benefits
of making multi-wavelength spectroscopic measurements
simultaneously are that doing so allows very rapid acquisi-
tion, and precise spectroscopy of skin chromophores. If
images of three wavelengths were acquired sequentially,
there would be significant risk of the patient moving, which
would prevent accurate pixel-by-pixel analysis of the result-
ing data. LOT can provide the surgeon with a tool to help
pre-surgical planning. LOT can be used to measure the depth
of invasion and to provide measurements that allow the
surgeon to better delineate the tumor boundaries. By simul-
taneously scanning and measuring 3 wavelengths of light,
LOT could provide accurate measurements of subsurface
melanin, oxy-hemoglobin (HbO) concentration, or deoxy-
hemoglobin (HbR) concentration. Such measurements could
help enable more precise excisions around the tumor-con-
taining tissue, thereby minimizing the amount of tissue
removed, such as near important facial features.

[0146] FIG. 16 shows a schematic drawing of an example
of a LOT system 1600 that can include multiple (three, in
this example) lasers, such as the laser 106 (e.g., 85-BCD-
030-115, Melles Griot) providing light of wavelength of 488
nm, the laser 104 (e.g., 85-GCA-020, Melles Griot) provid-
ing light of wavelength of 532 nm, and the laser 102 (e.g.,
56RCS004/HS, Melles Griot) providing a light of a wave-
length of 638 nm. Light from the lasers 102, 104, and 106
can be collinearly aligned into a single polarization main-
taining single mode fiber 108. The resulting multi-wave-
length beam can then be emitted from the other end of the
fiber 108, collimated (e.g., using the lens 114) and passed
through a polarizing beam splitter 116 cube and a 3-line
dichroic filter 1602 before being reflected by an x-scanning
mirror 124 and a y-scanning mirror 126 of a galvanometer
122. The galvanometer mirrors 124, 126 can scan the beam
through an =30 mm scan lens 128 before passing through
a 1xobjective or other lens 134 and onto the tissue 1604.
[0147] While the multi-wavelength incident beam is
scanned over the region of interest, scattered light emerging
from the tissue travels back through the objective lens 134,
through the scan lens 128 and onto the galvanometer mirrors
124, 126. The mirrors 124, 126 de-scan the remitted light,
directing it back towards the dichroic 1602 and the polar-
izing beam splitter 116 cube. Fluorescent response light (at
wavelengths different from that of the incident light) can be
redirected by the dichroic 1602 to a fluorescence light
detector, such as the 1x16 photomultiplier tube (PMT) array
1606, via the lens 1608 and filter 1610.

[0148] Of the remaining response light, which continues
through the dichroic 1602 to the polarizing beam splitter
116, specular reflections will have maintained their P polar-
ization, and will not be reflected by the polarizing beam
splitter 116. However, the scattered response light should be
randomly polarized. Therefore, approximately half of the
scattered response light will be reflected by the polarizing
beam splitter 116 toward the “absorption” detector portion
of the system 1600. This light then passes through a mag-
nification lens 140 on its way to a slit 1612. The light passing
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through the slit 1612 emerges as a line of multi-wavelength
light. The center of this line of multi-wavelength light
corresponds to on-axis light, while light further from the
center of this line corresponds to the light emerging from the
tissue 1604 at successive distances from the location of the
incident light beam spot sourced onto the tissue 1604. This
line of light emerging from the slit 1612 can pass through a
dispersion element 146, such as a prism (e.g., PS853,
Thorlabs), which can separate the light into three lines of
distinct wavelengths. The three distinct lines of light can be
redirected by a mirror or lens 1614 and passed through a
second polarizing beam splitter 116 cube, such as to remove
any residual P-polarized light, before being projected onto a
detector 148, such as an 8x8 two-dimensional PMT light
detector array (e.g., H7546B, Hamamatsu). The combined
use of a prism 146 (or other dispersive element) and a
two-dimensional light detector array 148 permits simulta-
neous detection of light with multiple wavelengths and
different depth-sensitivities, such as described above. The
system magnification can be configured such that the dis-
tance between channels on the PMT 2-D array 148, when
projected onto the object plane at the tissue 1604, can be
reduced to the desired source-detector separation distance
(e.g., 1.2 mm distance, at the array 148, can correspond to
200 um distance at the tissue 1604). A 24-channel transim-
pedance amplifier can be coupled to the outputs of the
channels of the PMT array 148, such as to convert the
current output of each PMT channel into a voltage signal. In
an illustrative example, the system 1600 can use four
8-channel simultaneous sampling data acquisition boards
(e.g., NI PCI-6133, National Instruments, 3 MHz sample
rate per channel) to sample the signal from each of the 24
channels (3 lines) on the 2D array PMT, and 7 channels on
the linear fluorescence PMT. Acquisition speed can be
limited by the galvanometric scanners (average maximum
speed, about 4500 lines per second). Therefore, 100x100
source-position data can be acquired at 45 frames per second
(ps), and 40x40 source-position data can be acquired at
over 100 fps. The 87 channel on the fluorescence data
acquisition card can be used to monitor the position of the
x-galvanometer mirror.

[0149] Synchronization and control of the LOT system
1600 can be achieved using a Matlab Graphical User Inter-
face, in an example. The control software allows the user to
change one or more parameters such as the field of view,
pixels per frame, frame rate, or number of lasers used.
Following a scan, the measured data can be processed in
hardware or software, such as by a signal processor or other
circuit 160, into an image (or any of the plurality (e.g., 32)
of simultaneously acquired images) and displayed on a
screen, such as a display provided by a user interface 162,
such as described above with respect to FIG. 1. Analysis for
converting the images into 3D reconstructions can be per-
formed offline, such as described above and in: (1) Hillman,
E. M., et al., Laminar optical tomography: demonstration of
millimeter-scale depth-resolved imaging in turbid media.
Opt Lett, 2004, 29(14): p. 1650-2; (2) Hillman, E. M., et al.,
Depth-resolved optical imaging and microscopy of vascular
compartment dynamics during somatosensory stimulation.
Neuroimage, 2007, 35(1): p. 89-104; and (3) Hillman E. M.
et al. “Depth-resolved optical imaging of transmural elec-
trical propagation in perfused heart”, Optics Express. 15
(26), 17827-17841 (2007), each of which is incorporated
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herein by reference in its entirety, including its description
of converting the images into 3D reconstructions.

[0150] FIG. 17 shows an example of early data acquired
using a LOT system to perform multi-spectral acquisition,
although this data is from experiments in which the multi-
spectral acquisition was performed serially, rather than in
parallel as described above. In this example, two benign
lesions, a mole and amelanotic erythema, were imaged using
LOT. The resulting measurements were merged into red-
green-blue images. These images depict LOT data in its
“raw” form, representing a series of boundary measurements
for 100x100 source positions for three different source-
detector separations. This data can be substantially down-
sampled before 3D LOT “reconstruction” such as to discern
invasion depth or to quantitatively extract HbO, HbR, or
melanin concentrations. However, these raw images of FIG.
17 demonstrate the significant value of this non-contact,
high-speed multi-spectral imaging tool.

[0151] InFIG. 17, the left-most images show Monte-Carlo
simulations of the likely paths of light for three source-
detector separations: (1) 0.2 mm, top left image; (2) 0.6 mm,
middle left image; and (3) 1.0 mm, bottom left image. The
middle images in FIG. 17 show 6 mmx6 mm raw imaging
data acquired on a benign mole (A) and amelanotic ery-
thema (B), for the same three source-detector separations:
(1) 0.2 mm, top images; (2) 0.6 mm, middle images; and (3)
1.0 mm, bottom images. The right-most images are photo-
graphs of the mole (A) and amelanotic erythema (B). The
middle images shown in FIG. 17 are red-green-blue merge
bitmaps of the data from red, green and blue lasers. In these
images, the brown melanin and red hemoglobin can clearly
be distinguished. The close source-detector separations
reveal the rough surface of the skin. The wide separations
more clearly reveal the sub-surface absorbing structure. The
blueish hue to the superficial images corresponds to wave-
length-dependent back-scatter.

[0152] In FIG. 17, the close source-detector separations
can reveal features near the surface of the skin. The wider
source-detector separations can enhance visualization of
sub-surface structures, even without subsequent 3D analy-
sis. In FIG. 17, the mole image data (A) shows brown
melanin in each source-detector separation image. In FIG.
17, the amelanotic erythema image data (B) lack melanin,
but show red hemoglobin contrast. In FIG. 17, the amelan-
otic erythema data (B) also indicate that the hemoglobin was
not present at the surface of the skin, which is consistent
with the vasculature of the skin. This data demonstrates that
multi-wavelength LOT can provide highly valuable clinical
information. Clinical trials can be undertaken to acquire
LOT measurements on patients with LM or LMM before
surgical excision. This can quantitatively compare our “raw”
and reconstructed in-vivo data to the histology of the same
excised tissue to further help establish the diagnostic or
prognostic potential of LOT for this application.

[0153] FIG. 18 shows an example of simultaneously-
acquired multi-spectral LOT data obtained using a test
phantom as the object being imaged. FIG. 18 shows
examples of cross-sectional and overhead views of the test
phantom. A mixture of intralipid, agarose, and bovine hemo-
globin was prepared and disposed at various depths (e.g., 0.2
mm, 0.4 mm, and 0.6 mm) of the phantom. The modeled
sensitivity functions in FIG. 18 correspond to different
source-detector separations distances (e.g., 0.25 mm, 0.5
mm, and 1.0 mm), and can be used for image reconstruction,



US 2018/0214024 Al

such as described above, to produce the corresponding
simultaneously-acquired multi-spectral RGB Merged LOT
Data of FIG. 18. The simultaneously-acquired multi-spectral
RGB LOT Data of FIG. 18 demonstrates that a wider
source-detector separation can exhibit a better contrast to a
deeper object, and the narrower source-detector separation
can exhibit a better contrast to shallower object.

[0154] Notes

[0155] The above detailed description includes references
to the accompanying drawings, which form a part of the
detailed description. The drawings show, by way of illus-
tration, specific embodiments in which the invention can be
practiced. These embodiments are also referred to herein as
“examples.” All publications, patents, and patent documents
referred to in this document are incorporated by reference
herein in their entirety, as though individually incorporated
by reference. In the event of inconsistent usages between
this document and those documents so incorporated by
reference, the usage in the incorporated reference(s) should
be considered supplementary to that of this document; for
irreconcilable inconsistencies, the usage in this document
controls.

[0156] Inthis document, the terms “a” or “an” are used, as
is common in patent documents, to include one or more than
one, independent of any other instances or usages of “at least
one” or “one or more.” In this document, the term “or” is
used to refer to a nonexclusive or, such that “A or B”
includes “Abutnot B,” “B but not A,” and “A and B,” unless
otherwise indicated. In the appended claims, the terms
“including” and “in which” are used as the plain-English
equivalents of the respective terms ‘“comprising” and
“wherein.” Also, in the following claims, the terms “includ-
ing” and “comprising” are open-ended, that is, a system,
device, article, or process that includes elements in addition
to those listed after such a term in a claim are still deemed
to fall within the scope of that claim. Moreover, in the
following claims, the terms “first,” “second,” and “third,”
etc. are used merely as labels, and are not intended to impose
numerical requirements on their objects.

[0157] Method examples described herein can be
machine-implemented or computer-implemented at least in
part. Some examples can include a tangible computer-
readable medium or machine-readable medium encoded
with instructions operable to configure an electronic device
to perform methods as described in the above examples. An
implementation of such methods can include code, such as
microcode, assembly language code, a higher-level language
code, or the like. Such code can include computer readable
instructions for performing various methods. The code may
form portions of computer program products. Further, the
code may be tangibly stored on one or more volatile or
non-volatile computer-readable media during execution or at
other times. These computer-readable media may include,
but are not limited to, hard disks, removable magnetic disks,
removable optical disks (e.g., compact disks and digital
video disks), magnetic cassettes, memory cards or sticks,
random access memories (RAMs), read only memories
(ROMs), and the like.

[0158] The above description is intended to be illustrative,
and not restrictive. For example, the above-described
examples (or one or more aspects thereof) may be used in
combination with each other. Other embodiments can be
used, such as by one of ordinary skill in the art upon
reviewing the above description. The Abstract is provided to
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comply with 37 C.FR. § 1.72(b), to allow the reader to
quickly ascertain the nature of the technical disclosure. It is
submitted with the understanding that it will not be used to
interpret or limit the scope or meaning of the claims. Also,
in the above Detailed Description, various features may be
grouped together to streamline the disclosure. This should
not be interpreted as intending that an unclaimed disclosed
feature is essential to any claim. Rather, inventive subject
matter may lie in less than all features of a particular
disclosed embodiment. Thus, the following claims are
hereby incorporated into the Detailed Description, with each
claim standing on its own as a separate embodiment. The
scope of the invention should be determined with reference
to the appended claims, along with the full scope of equiva-
lents to which such claims are entitled.

What is claimed is:

1. An imaging method, comprising:

scanning an excitation beam through an objective lens

causing a point of incidence of the excitation beam to
move across a target;

using the objective lens, imaging a region of interest of

the target onto a light detector to capture image light
caused by optical responses induced by the excitation
beam;

the imaging including de-scanning the image light so that

the region of interest moves with the point of incidence
thereby holding the image’s position on the light detec-
tor;

the scanning and de-scanning including positioning a

beam splitter to direct the excitation beam toward the
objective and direct the image light from the objective
such that the image light and the excitation beam can be
deflected by a moving deflector element.

2. An imaging method, comprising:

scanning an excitation beam through an objective lens

causing a point of incidence of the excitation beam to
move across a target;

using the objective lens, imaging a region of interest of

the target onto a light detector to capture image light
caused by optical responses caused by the excitation
beam;

the imaging including de-scanning the image light so that

the region of interest moves with the point of incidence
thereby holding the image’s position on the light detec-
tor.

3. The method of claim 2, wherein the scanning and
de-scanning include deflecting the image light and the
excitation beam with a same one or more moving deflecting
elements.

4. The method of claim 3, wherein the scanning and
de-scanning further include directing the excitation beam
and the image light using a beam splitter to permit both to
pass through the objective.

5. The method of claim 4, wherein the image, at any
instant in time, resolves the optical responses at the multiple
depths within the target.

6. The method of claim 5. further comprising storing
image data responsive to output from the light detector and
using the image data to construct a two or three-dimensional
representation of a distribution of the optical responses in
the target.

7. The method of claim 2, further comprising repeating
the scanning and de-scanning over multiple cycles and
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constructing a dynamic two or three-dimensional represen-
tation of the distribution of optical responses in the target.

8. The method of claim 1, wherein the scanning the
excitation beam includes scanning multiple axes.

9. An imaging device, comprising:

an objective;

a light source;

a scanning/de-scanning optical assembly haying a first
moving light-redirecting element that routes illumina-
tion light from the light source, through the objective in
a proximal-to-distal direction, and scans a resulting
beam across a target region;

a light detector with a one or two dimensional array of
detector elements, each providing a respective lumi-
nance signal;

the scanning/de-scanning optical assembly being
arranged with respect to the objective, the light source,
and the light detector such that the first moving light-
redirecting element routes received light, from optical
responses arising at multiple depths in the target region,
passing through the objective in a distal-to-proximal
direction, to the light detector imaging a region of
interest of the target region on the light detector such
that a resulting image resolves depth information about
the optical responses at the multiple depths;

abeam splitter arranged to (a) route the illumination light
so that the illumination light will travel through the
objective in a proximal-to-distal direction and (b) route
received light, which has passed through the objective
to in a distal-to-proximal direction, towards the light
detector.

10. The device of claim 9, further comprising a processor
connected to the light detector programmed to calculate,
from the luminance signals, a distribution of the optical
responses at the multiple depths.

11. The device of claim 9, wherein the first moving
light-redirecting element scans the resulting beam across the
target region and de-scans received light from the region of
interest to maintain a position of an image of the image
region of interest on the light detector as the resulting beam
is scanned such that the region of interest moves across the
target region as the resulting beam is scanned.

12. The device of claim 9, further comprising a wave-
length dispersive element, the light detector having a two-
dimensional array of detector elements, one dimension of
which resolves light from respective depths and an orthogo-
nal dimension of which receives light from respective wave-
lengths.

13. The device of claim 9, wherein the beam splitter is a
dichroic beam splitter and a wavelength of the light source
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is selected to excite fluorescence in a predefined fluorescing
material selected by the properties of the dichroic beam
splitter.

14. The device of claim 9, wherein the scanning/de-
scanning optical assembly has a second light-redirecting
element, the first and second light-redirecting elements
moving independently to scan across respective lateral
dimensions of the target volume.

15. A method comprising:

scanning an incident beam laterally across multiple beam

locations of a target generating optical responses at
various depths within the target;

imaging returned light resulting from the optical

responses onto a light detector;

de-scanning the returned light so as to maintain a fixed

position of the image on the light detector as the
incident beam is scanned;

sampling images, each at a respective time, and process-

ing each image to resolve depth information from each
image; and

continuing the scanning to generate further images cor-

responding to each of the multiple beam locations and
further processing the further images to resolve
dynamic changes in the depth information.

16. The method of claim 15, wherein the processing
and/or further processing are effective for generating a three
dimensional rendered image of the target region or an image
representing chemical composition of the target region.

17. The method of claim 15, wherein the scanning and
de-scanning include reflecting light from one or more mov-
ing reflectors simultaneously such that the scanning and
de-scanning share at least one of the one or more moving
reflectors.

18. A method comprising:

sourcing light to form an incident beam;,

scanning the incident beam across a target region to cause

it to be incident at multiple beam locations on the
target, each penetrating the target to cause optical
responses at respective depths in the target;

capturing returned light resulting from the incident beam,

the capturing including receiving returned light at dif-
ferent distances in a first lateral direction from each of
the beam locations, each corresponding to one of the
respective depths;

directing the returned light corresponding to the respec-

tive beam locations to respective portions of a light
detector such that the optical responses at the respective
depths are simultaneously acquired and indicated by
signals from the respective portions.
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