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1
SYSTEM AND METHOD FOR OVERLAYING
ULTRASOUND IMAGERY ON A
LAPAROSCOPIC CAMERA DISPLAY

FIELD OF THE INVENTION

This disclosure relates to a system and method for overlay-
ing ultrasound imagery on a laparoscopic camera display. The
system and method may enable a user, e.g., a surgeon, to view
correlated imagery from a tracked laparoscopic ultrasound
device and laparoscope camera in real time in a combined
display during minimally invasive surgical procedures.

BACKGROUND

During minimally invasive surgical procedures, instru-
ments may be inserted into a patient through small incisions
in the abdomen, for example. A relatively small video camera
(e.g., laparoscope) may also be inserted into the abdomen.
The laparoscope may then provide a magnified image of
inside the body to a video monitor, for example. This magni-
fied image may provide a user, e.g., a surgeon, a “close-up”
view of organs, tissues and the like. The surgeon may then
utilize this view to identify, and perform a surgical interven-
tion on, an anatomical structure by manipulating the surgical
instruments while watching the video display.

Accurately identifying key anatomical features may be
challenging when relying solely on the laparoscopic camera
view. For example, it is often difficult to distinguish certain
anatomical features. Improper identification of anatomical
features may result in serious complications. Laparoscopic
ultrasound, an imaging technique, is a safe, quick and effec-
tive method for identifying anatomical structures during
minimally invasive surgical procedures. For example, an
ultrasound probe may be inserted through an additional inci-
sion in the abdomen and may then be manipulated to obtain
ultrasound images showing desired anatomical structures.

It may be difficult for a surgeon to correlate the laparo-
scopic camera image and the laparoscopic ultrasound image
as the images are typically displayed separately. It may be
challenging for a surgeon to determine the position and ori-
entation of an ultrasound image relative to the laparoscopic
camera image. A method of correlating the two views may
then be desirable.

SUMMARY

The present disclosure relates in one embodiment to a
system for overlaying ultrasound imagery on a laparoscopic
camera display. The system includes a laparoscope config-
ured to capture a laparoscopic image of a surgical field and a
laparoscopic ultrasound probe configured to capture an ultra-
sonic image of a structure in the surgical field. The system
further includes a tracking system configured to detect a
position and orientation of the laparoscope and a position and
orientation of the laparoscopic ultrasound probe. The system
further includes data associated with the laparoscope wherein
the data indicates a distortion in the laparoscopic image. The
system further includes a computer configured to receive the
laparoscopic image, the ultrasonic image and the distortion
data associated with the laparoscope. The computer is con-
figured to position and orient the ultrasonic image relative to
the laparoscopic image, adjust the ultrasonic image based
upon the distortion data, combine the adjusted ultrasonic
image with the laparoscopic image, and output the combined
images.
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The present disclosure relates in another embodiment to a
method for overlaying an ultrasonic image on a laparoscopic
image. The method includes retrieving data associated with a
laparoscope wherein the data indicates a distortion in the
laparoscopic image. The method further includes capturing
the laparoscopic image of a surgical field using the laparo-
scope and capturing the ultrasonic image of the surgical field
using a laparoscopic ultrasound probe. The method further
includes detecting a position and orientation of the laparo-
scope and a position and orientation of the ultrasound probe,
and positioning and orienting the ultrasonic image relative to
the laparoscopic image. The method further includes adjust-
ing the ultrasonic image based upon the distortion data, com-
bining the adjusted ultrasonic image with the laparoscopic
image, and outputting the combined images.

In yet another embodiment, the present disclosure relates
to an article comprising a storage medium having stored
thereon instructions that when executed by a machine result
in the following operations for overlaying an ultrasonic image
on a laparoscopic image: retrieving data associated with a
laparoscope wherein the data indicates a distortion in the
laparoscopic image, receiving the laparoscopic image of a
surgical field captured using the laparoscope, receiving the
ultrasonic image of the surgical field captured using a laparo-
scopic ultrasound probe, receiving a position and orientation
of the laparoscope and a position and orientation of the ultra-
sound probe, positioning and orienting the ultrasonic image
relative to the laparoscopic image, adjusting the ultrasonic
image based upon the distortion data, combining the adjusted
ultrasonic image with the laparoscopic image, and outputting
the combined images.

BRIEF DESCRIPTION OF THE DRAWINGS

The detailed description below may be better understood
with reference to the accompanying figures which are pro-
vided for illustrative purposes and are not to be considered as
limiting any aspect of the invention.

FIG. 1 depicts an illustrative system block diagram consis-
tent with the present disclosure.

FIGS. 2A and 2B depict an illustrative sketch of a body
portion with a laparoscope and a laparoscopic ultrasound
probe and an illustrative ultrasound image with exemplary
labels, respectively.

FIGS. 3A through 3D depict illustrative flow charts of
calibration and position sensing; acquisition, processing and
display of images; and user input processing.

FIGS. 4A through 4D depict illustrative sketches of orient-
ing and adjusting a laparoscopic ultrasound image for over-
laying on a laparoscope display.

FIGS. 5A and 5B depict illustrative composite images with
the laparoscopic ultrasound overlay at 50% and 95% opacity,
respectively.

FIG. 6 illustrates an example of a system and method for
overlaying ultrasound imagery on a laparoscopic camera dis-
play in real time that contains a processor, machine readable
media and a user interface.

DETAILED DESCRIPTION

In general, the present disclosure describes a system and
method for overlaying a laparoscopic ultrasound (LUS)
image onto a laparoscopic camera image, which may be
accomplished in real time. Reference to real time may be
understood as performing the overlay onto said laparoscopic
camera image while said camera is capturing an image. It may
also be appreciated that ultrasound imagery may provide a
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subsurface view of an organ and/or tissue being imaged while
a laparoscopic camera display may provide a surface view of
the organ and/or tissue being imaged. The overlaid ultrasonic
image may be positioned and oriented in the laparoscopic
image relative to a LUS probe and/or a laparoscope. The
overlaid ultrasonic image may be adjusted based on distortion
that may be present in the laparoscopic camera image. The
system and method may also provide a user interface, e.g., a
graphical user interface (GUI), that allows a user to interac-
tively view and/or manipulate the combined images.

Attention is directed to FIG. 1 which depicts an illustrative
system block diagram 100 of a system for overlaying ultra-
sonic imagery on a laparoscopic camera display in real time.
The system 100 may include a laparoscope machine 110, an
ultrasound machine 120, a tracking controller 130, a com-
puter 140, e.g., a personal computer with video capture capa-
bility, and a monitor 150, i.e., display device. The monitor 150
may be integral with the computer 140 and/or may be sepa-
rate. The tracking controller 130 may be coupled to a tracking
transceiver 132 and one or more tracking sensors. A first
tracking sensor 134 may be disposed in or on a laparoscope
115. The laparoscope 115 includes a camera (not explicitly
shown). A second tracking sensor 136 may be disposed in or
on a LUS probe 125. The system 100 is not limited to two
cameras and/or probes nor is it limited to two tracking sen-
sors. A number of tracking sensors may at least equal a
number of probes and/or cameras that are desired to be
tracked.

As depicted in FIG. 2A, for example, during a surgical
procedure, e.g., alaparoscopic cholecystectomy (i.e., surgical
removal of a gallbladder), a portion of a laparoscope 210 and
a portion of a LUS probe 220 may be inserted into an abdo-
men 200. The laparoscope 210 may provide a user a camera
view of a surgical field. The surgical field may include struc-
tures including organs, tissue, blood vessels, and/or the like.
The laparoscope 210 may provide a surface view of the
organs, etc., that are present in the laparoscope’s field of view.
At least a portion of the LUS probe 220 may be positioned in
the surgical field. The LUS probe 220 may provide a subsur-
face view of a selected structure, e.g., an organ and/or tissue.
The LUS probe 220 may provide a two-dimensional “slice”
and/or a three-dimensional volume view of the organ and/or
tissue. FIG. 2B. depicts an illustrative two-dimensional ultra-
sonic image 230. The image 230 has been annotated 240 to
indicate certain structures, e.g., HA (hepatic artery), BD (bile
duct) and PV (portal vein).

Continuing now with reference to FIG. 1, the laparoscope
115 may capture an image of the surgical field. This image
may be provided to the laparoscope machine 110 and then to
the computer 140. The LUS probe 125 may capture an ultra-
sonic image of a structure in the surgical field. This ultrasonic
image may be provided to the ultrasound machine 120 and
then to the computer 140. Accordingly, a laparoscope herein
may be understood as any device configured to image an
internal body region and/or internal structure (i.e., internal
body part). A laparoscope ultrasonic probe may be similarly
understood as any device that is configured to provide an
ultrasonic image of an internal body region and/or internal
structure (i.e., internal body part). Reference to surgical field
herein may therefore be understood as an internal body region
including a structure, i.e. an internal body part.

It may be appreciated that the laparoscope 115 provides a
two-dimensional image of a three-dimensional view. The
two-dimensional image may depend on the position of the
laparoscope camera as well as camera properties, e.g., distor-
tion. Laparoscope cameras may be subject to lens distortion.
In particular, laparoscopes may have “fish-eye” lenses, that
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may introduce “barrel” distortion in a laparoscopic image. In
barrel distortion, a straight line may appear curved with the
degree of curvature increasing with distance from the center
of'the view. Degree of curvature may therefore be understood
as alength ofaradius for the curve that is identified. The curve
may be concave relative to the center of the image. In other
words, a straight line in the surgical field viewed through a
fish-eye type lens may appear curved in the laparoscopic
image of the surgical field. Accordingly, distortion herein
may be understood as a difference (e.g. a straight line appear-
ing as a curved line as noted above) as between the actual
image of a given internal body region and/or structure and the
captured image provided by the laparoscope.

The first tracking sensor 134 may provide a position (e.g.,
X, ¥, and z) and an orientation (e.g., pitch, roll and yaw) of the
laparoscope 115 relative to the tracking transceiver 132. This
first sensor 134 position and orientation data may be provided
to the tracking controller 130. The second tracking sensor 136
may provide a position and an orientation of the LUS probe
125 relative to the tracking transceiver 132. This second sen-
sor 136 position and orientation data may be provided to the
tracking controller 130. The tracking controller 130 may then
provide tracking information to the computer 140.

The tracking system, i.e., tracking controller 130, tracking
transceiver 132 and tracking sensors 134 and 136, may
include electromagnetic, optical and/or mechanical tracking.
In an electromagnetic tracking system, the tracking trans-
ceiver 132 may include one or more electromagnetic genera-
tors configured to generate orthogonal electromagnetic fields.
In this configuration, each tracking sensor 134, 136 may be
capable of detecting position and orientation based on the
orthogonal electromagnetic fields. In an optical tracking sys-
tem, the tracking transceiver 132 may include one or more
cameras configured to detect light. In one embodiment, the
tracking transceiver 132 may emit a beam of light that may be
reflected by each tracking sensor 134, 136. In this embodi-
ment, each tracking sensor 134, 136 may include a passive
retroreflector that reflects incident light parallel to a direction
of the incident light. In another embodiment, each tracking
sensor 134, 136, may include an active light emitting device,
e.g., a light emitting diode. Light from the light emitting
device may be detected by the tracking receiver 132. In a
mechanical tracking system, position and orientation may be
detected using a direct mechanical connection to the laparo-
scope 115 and LUS probe 125. In this embodiment, the lap-
aroscope 115 and LUS probe 125 may be mounted to
mechanical members coupled by joints with six degrees of
freedom (e.g., X, y and z, and pitch, roll and yaw). The track-
ing sensors 134, 136 may include encoders at each joint for
detecting position and orientation of the laparoscope 115 and
the LUS probe 125.

It may be appreciated that it is desirable to minimize the
number of foreign bodies and/or amount of foreign matter
that is introduced into a patient during a surgical procedure.
As shown in FIG. 1, for example, the first and second tracking
sensors 134,136 may be disposed on the laparoscope 115 and
the LUS probe 125, respectively, so that the sensors 134, 136
remain outside of the patient. As a result, the position and
orientation of each tracking sensor 134, 136 may be physi-
cally offset from the image acquisition portion of its respec-
tive device, i.e., laparoscope camera lens and LUS probe tip
where ultrasonic transducers may be located, respectively.
The system 100 may be calibrated to account for these offsets
to provide position and orientation of the laparoscope camera
lens and the LUS probe tip.

Attention is directed to FIGS. 3 A through 3D which depict
illustrative flow charts consistent with the present disclosure.
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FIG. 3A depicts an illustrative flow chart 300 for acquiring,
processing and displaying combined laparoscopic and ultra-
sonic images. FIG. 3B depicts an embodiment of acquiring
and/or determining laparoscope and LUS probe positions
and/or orientations. FIG. 3C depicts an embodiment of
acquiring, processing and combining laparoscopic and ultra-
sonic images for display. FIG. 3D depicts an exemplary flow
chart 360 for detecting and responding to user inputs. It may
be appreciated that although the flow charts indicate sequen-
tial steps, some steps may be performed in parallel and some
steps may be performed in an order different from the order
shown.

Prior to an acquisition, the system 100 may be calibrated.
Calibrate 310 may include determining sensor position and/
ororientation offsets and laparoscope camera properties, e.g.,
lens distortion. Using a graphic user interface (GUI) for
example, a user may also enter and/or adjust sizes of dis-
played laparoscopic and/or ultrasonic images. The user may
also enter laparoscope camera-specific information, e.g., field
of view and/or aspect ratio.

In an embodiment, the system may be calibrated for lens
distortion prior to a surgical setup. The laparoscope 115 may
be held in a fixed position relative to a surface with a uniform
grid, e.g., apiece of graph paper. An image of the uniform grid
detected by the laparoscope camera may include distortion,
i.e., theimaged grid may not appear uniform. The imaged grid
may be rendered to a scene displayed to the user on a monitor,
for example. A corresponding uniform grid (i.e., not dis-
torted) may be rendered also to the scene and displayed to the
user. The corresponding uniform grid may be rendered rela-
tive to a virtual camera positioned at a similar distance from
the scene as the actual laparoscope camera is from the actual
uniform grid. Using the GUI, the user may then adjust a
distortion factor of the virtual camera until the corresponding
grid lines of the imaged grid and the rendered uniform grid
generally overlay one another. It may be appreciated that lens
distortion is a property of the laparoscope camera and not the
surgical setup. Data corresponding to lens distortion may be
stored for later use.

The tracking sensors 134 and 136 may be calibrated ini-
tially, prior to and/or during a surgical procedure. An orien-
tation of the first tracking sensor 134 relative to the laparo-
scope camera lens may be determined. A position of the first
tracking sensor 134 relative to the laparoscope camera lens
may then be determined. The process may be repeated for the
second tracking sensor 136 relative to the LUS probe tip.
Relative position and orientation data may be provided to the
computer using the GUI and may provide position and orien-
tation offsets for the laparoscope 115 and its respective track-
ing sensor 134 and for the LUS probe 125 and its respective
tracking sensor 136.

The positions and orientations of the tracking sensors 134
and 136 may then be determined 320. A global position
and/or orientation of each tracking sensor 134, 136 may be
determined. A relative position and/or orientation of the lap-
aroscope 115 and the LUS probe 125 may then be deter-
mined.

In an embodiment, determining the positions and orienta-
tions of the tracking sensors 320 may include acquiring glo-
bal sensor position data 322. The positions and orientations of
the tracking sensors 134 and 136 relative to the tracking
transceiver 132 may be detected and provided to the computer
140. The global positions of the laparoscope 115 and LUS
probe 125 may then be determined 324. As used herein,
position and/or orientation of the laparoscope 115 may be
understood to mean position and/or orientation of the image
sensing portion of the laparoscope 115. Similarly, position
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and/or orientation of the LUS probe 125 may be understood to
mean position and/or orientation of the LUS probe 125 ultra-
sonic transducers. The global positions and orientations of the
laparoscope 115 and LUS probe 125 may depend on the
sensed positions and orientations of the tracking sensors 134
and 136 and the calibration data. The position and orientation
of the LUS probe 125 relative to the laparoscope 115 may
then be determined 326.

Laparoscopic and/or ultrasonic image data may then be
acquired and processed 330. Acquisition may include captur-
ing images from the laparoscope 115 and/or the LUS probe
125. The captured ultrasonic image may then be processed
according to the relative position and/or orientation of the
laparoscope 115 and the LUS probe 125. This processing may
orient and position the ultrasonic image relative to the lap-
aroscopic image. In an embodiment, the image processing
may include adjusting the ultrasonic image for distortion that
may be present in the laparoscopic image (e.g., as a result of
laparoscope camera lens distortion). The laparoscopic image
and the adjusted ultrasonic image may then be combined
based upon the relative position and orientation data.

In an embodiment, acquisition of laparoscopic and/or
ultrasonic image data 332 may be via laparoscope machine
110 for the laparoscopic image and via the ultrasound
machine 120 for the ultrasonic image. Each image may then
be converted into a texture 334 for processing using a graph-
ics processing unit (GPU), for example. A texture may cor-
respond to an array of image data that is configured for stor-
age and/or manipulation by a GPU. The GPU may be
included in the computer 140.

A polygon may then be rendered 336 in a two-dimensional
scene. The two-dimensional scene may correspond to a field
of view of the laparoscope 115. In other words, the two-
dimensional scene may be sized to correspond to the texture
associated with the laparoscopic image. The polygon may be
positioned and oriented relative to a virtual camera. The posi-
tion and orientation relationship between the polygon and the
virtual camera may correspond to the position and orientation
relationship between the LUS probe 125 and the laparoscope
115. In an embodiment, the polygon may be rendered against
a solid color, e.g., blue, background. A dimension (i.e., size)
of the background may correspond to the field of view of the
laparoscope camera. The texture corresponding to the ultra-
sonic image may then be applied to the polygon 338. The
scene including the polygon containing texture correspond-
ing to the ultrasonic image may then be adjusted (i.e., dis-
torted) based on the distortion in the laparoscopic image 340.
In this manner, the displayed ultrasonic image may be rela-
tively more accurately registered to the displayed laparo-
scopic image by including laparoscopic camera lens-depen-
dent distortion.

Attention is directed to FIGS. 4A through 4D which depict
an illustrative example of positioning, orienting and distort-
ing the texture corresponding to the ultrasonic image. FIG.
4A depicts a three-dimensional view 400 including a virtual
camera 410 positioned relative to a three-dimensional scene
430 representing the laparoscope’s 115 field of view. The
three-dimensional scene 430 further includes a polygon 420
and a portion of an LUS probe 440. In this view, the polygon
420 is positioned and oriented relative to the LUS probe 440
and may indicate the position and orientation of an ultrasound
image acquired by the LUS probe 440. FIG. 4B depicts a
shape of an image 422 that may be acquired by a two-dimen-
sional LUS probe, e.g., LUS probe 440. The image 422 may
be rectangular. It may be appreciated that the shape of the
image 422 may depend on the LUS technology used.
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A polygon 424 corresponding to the image 422 may be
rendered in a scene 450 relative to a virtual camera, e.g.,
virtual camera 410. It may be appreciated that the scene 450
may be two-dimensional to correspond to a display. Render-
ing a rectangle corresponding to the shape of the image 422,
in the scene 450, may yield a polygon, e.g., polygon 424,
depending on the position and orientation of the LUS probe
125 relative to the laparoscope 115. The scene 450 may
correspond to the field of view of the laparoscope 115. The
polygon 424 rendered in the scene may occupy only a portion
ofthe scene 450. The portion of the scene 450 not occupied by
the polygon 424 may be textured with a single color, e.g.,
blue, represented by the hatch marks in FIG. 4C. A texture
corresponding to the ultrasonic image may then be applied to
polygon 424.

The scene 450, including the polygon 424 containing the
texture corresponding to the ultrasonic image, may then be
adjusted based on the distortion that may be present in the
laparoscopic image due to the laparoscope camera lens. As
discussed above, data corresponding to laparoscope camera
lens distortion may be determined and stored prior to a sur-
gery. This distortion data may then be used to adjust the scene
450, including polygon 424 containing the texture corre-
sponding to the ultrasonic image. FIG. 4D illustrates an
example of this adjustment. Adjusting polygon 424 may yield
a curved polygon 426 containing an adjusted texture corre-
sponding to the ultrasonic image. The scene 455 corresponds
to scene 450. As shown in FIG. 4D, the scene 455 including
polygon 426 may include barrel-type distortion.

The texture corresponding to the laparoscopic image and
the adjusted, oriented and positioned texture corresponding to
the ultrasonic image may then be combined 342. In an
embodiment, the textures may be combined using a shader
(i.e., a program that runs on a GPU). For example, a first
texture may correspond to the image from the laparoscope. A
second texture may correspond to the ultrasonic image, posi-
tioned and oriented relative to the virtual camera on a single
color background and adjusted (distorted) according to the
laparoscope lens, e.g., scene 455.

The resulting texture, i.e., the combination of the texture
corresponding to the laparoscopic image and the texture cor-
responding to the ultrasonic image may be displayed 350. The
resulting texture may be displayed on the monitor 150, for
example. These combined images may allow a user to view an
ultrasonic image overlaid on a laparoscopic image. The lap-
aroscopic ultrasound image may be oriented and positioned
relative to the LUS probe so that it appears at the tip of the
LUS probe. In other words, in the combined display, the
ultrasonic image may be positioned and oriented to accu-
rately represent the position and orientation of the ultrasonic
image relative to the LUS probe in the view of the laparo-
scope. The process may then be repeated for each subsequent
image. The images may be acquired, processed and displayed
at a rate of about 30 frames per second.

The appearance, e.g., opacity, of the texture corresponding
to the ultrasonic image may be adjusted by a user. An opacity
setting, e.g., a translucency factor, may affect the display of
the texture corresponding to the ultrasonic image. For
example, a relatively low opacity setting may cause the poly-
gon containing the texture corresponding to the ultrasonic
image to be nearly transparent so that the texture correspond-
ing to the laparoscopic image may be easily visible. A rela-
tively high opacity setting may cause the polygon containing
the texture corresponding to the ultrasonic image to be
opaque so that the texture corresponding to the laparoscopic
image may not be visible.

30

40

45

55

8

In an embodiment, the resulting texture may be generated
as follows. If a texel in the first texture is the single color, e.g.,
blue, then that texel may be replaced with the corresponding
texel from the second texture. If the texel in the first texture is
notblue, then the texel may be combined with the correspond-
ing texel from the second texture according to:

C,=tC+(1-DC;

where

t is the translucency factor [0, 1];

C, is a combined texel;

C, is the first (i.e., ultrasonic image) texel; and

C, is the second (i.e., laparoscopic) texel.

As thetranslucency factor approaches 1, the polygon textured
with the ultrasonic image appears opaque so that the laparo-
scopic image is not visible. As the translucency factor
approaches 0, the polygon textured with the ultrasonic image
appears translucent so that the laparoscopic image is visible.
As discussed above, the translucency factor may be adjusted
by the user.

FIG. SA depicts a combined image 500 with an opacity
setting of about 50%. An ultrasonic image 520 is positioned
and oriented relative to an LUS probe 530 in a laparoscopic
image 510. At this opacity setting, a portion of the laparo-
scopic image 510 is visible “behind” the ultrasonic image
520. FIG. 5B depicts a combined image 500" with an opacity
setting of about 95%. An ultrasonic image 520' is similarly
positioned and oriented relative to the LUS probe 530 in the
laparoscopic image 520. At this opacity setting, a portion of
the laparoscopic image 510 is not visible behind the ultra-
sonic image 520'.

Attention is directed to FIG. 3D which depicts a simplified
flow chart 360 for detecting and responding to user inputs. It
may be appreciated that user inputs may occur at any time,
e.g., when a user wishes to adjust a display. First, a user input
may be detected 365. The detected user input may then be
interpreted 370. Once the user input has been interpreted, the
display may be adjusted accordingly 375. Program flow may
then return 380.

It may be appreciated that the LUS probe 125 may be
positioned and oriented so that the ultrasound image, when
properly positioned and oriented relative to the LUS probe in
the laparoscopic image, would appear as aline, i.e., as an edge
of a polygon. In this situation, a user may wish to view the
acquired ultrasonic image. In response to an appropriate user
input, the acquired ultrasonic image may be displayed over-
laid on the laparoscopic image near the position of the LUS
probe tip. To provide the user with a visual cue that the
displayed ultrasound image does not correspond to the actual
orientation of the LUS probe, the image may be seen to “fly”
to the probe tip. The user may toggle between the properly
oriented ultrasonic image (i.e., edge, displayed as a line) and
the acquired ultrasonic image (i.e., planar, displayed flying to
probe tip).

It may be desirable to display more than one ultrasonic
image on a laparoscopic image. It may be desirable to
“freeze” one or more oriented and positioned ultrasonic
images while continuing to acquire and display subsequent
ultrasonic images. In an embodiment, when selected by a
user, a current ultrasonic image may be “frozen” at its current
orientation and position relative to the laparoscope. Once an
ultrasonic image is frozen, it may remain in its frozen posi-
tion, independent of further movement of the LUS probe.
Multiple ultrasonic images may then be frozen on a laparo-
scopic image. The user may select this mode using the GUI
and/or an appropriate control input device, e.g., switch, dis-
posedonthe LUS probe. The user may likewise exit this mode
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and/or clear (remove) the frozen ultrasonic images using the
GUI and/or control input device on the LUS probe. In this
manner, the user may be provided multiple LUS views of a
structure, e.g., organ, tissue, blood vessel and/or the like,
whose surfaces may be visible to the laparoscope.

In another embodiment, the user may annotate an ultra-
sonic image, e.g., as shown in FIG. 2B, prior to overlaying on
the laparoscope view. In this way, features may be labeled to
further aid a surgeon, for example, in accurately identifying
key anatomical features.

It should also be appreciated that the functionality
described herein for the embodiments of the present invention
may be implemented by using hardware, software, or a com-
bination ofhardware and software, as desired. If implemented
by software, a processor and a machine readable medium are
required. The processor may be any type of processor capable
of providing the speed and functionality required by the
embodiments of the invention. Machine-readable memory
includes any media capable of storing instructions adapted to
be executed by a processor. Some examples of such memory
include, but are not limited to, read-only memory (ROM),
random-access memory (RAM), programmable ROM
(PROM), erasable programmable ROM (EPROM), electroni-
cally erasable programmable ROM (EEPROM), dynamic
RAM (DRAM), magnetic disk (e.g., floppy disk and hard
drive), optical disk (e.g. CD-ROM), and any other device that
can store digital information. The instructions may be stored
on a medium in either a compressed and/or encrypted format.
Accordingly, in the broad context of the present invention,
and with attention to FIG. 6, a system and method for over-
laying ultrasound imagery on a laparoscopic camera display
in real time may contain a processor (610) and machine
readable media (620) and user interface (630).

Although illustrative embodiments and methods have been
shown and described, a wide range of modifications, changes,
and substitutions is contemplated in the foregoing disclosure
and in some instances some features of the embodiments or
steps of the method may be employed without a correspond-
ing use of other features or steps. Accordingly, it is appropri-
ate that the claims be construed broadly and in a manner
consistent with the scope of the embodiments disclosed
herein.

What is claimed is:
1. A system comprising:
a laparoscope configured to capture a laparoscopic image
of a surgical field including texture elements C;
a laparoscopic ultrasound probe configured to capture an
ultrasonic image of a structure in the surgical field
including texture elements C;
a tracking system configured to detect a position and ori-
entation of said laparoscope and a position and orienta-
tion of said laparoscopic ultrasound probe;
data associated with said laparoscope wherein said data
indicates a distortion in said laparoscopic image; and
a computer configured to receive said laparoscopic image,
said ultrasonic image and said distortion data associated
with said laparoscope wherein said computer is config-
ured to:
position and orient said ultrasonic image relative to said
laparoscopic image,

adjust said ultrasonic image based upon said distortion
data,

combine texture elements of said adjusted ultrasonic
image, C,, with texture elements of said laparoscopic
image, C,, wherein said combined texture elements,
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C,, are computed according to C,=tC +(1-t)C,, where
tis a user specified translucency factor in the range of
0to 1, and

output said combined images.

2. The system of claim 1 wherein said distortion data com-
prises a measurement of a feature in said laparoscopic image
that is attributed to a laparoscopic lens and not present in the
surgical field.

3. The system of claim 2 wherein said distortion data com-
prises measurement of a degree of curvature.

4. The system of claim 1 wherein said computer is further
configured to receive and process a user input.

5. The system of claim 4 wherein said computer is config-
ured to receive said user input through a graphical user inter-
face (GUI).

6. The system of claim 4 wherein said computer is further
configured to adjust said position and said orientation of said
ultrasonic image based upon said user input.

7. The system of claim 4 wherein said computer is further
configured to annotate said ultrasonic image based on said
user input.

8. The system of claim 1 wherein said computer is further
configured to combine a plurality of adjusted ultrasonic
images with said laparoscopic image.

9. A method for overlaying an ultrasonic image on a lap-
aroscopic image, said method comprising:

retrieving data associated with a laparoscope wherein said

data indicates a distortion in said laparoscopic image;
capturing said laparoscopic image of a surgical field
including texture elements C, using said laparoscope;
capturing said ultrasonic image of the surgical field includ-
ing texture elements C using a laparoscopic ultrasound
probe;

detecting a position and orientation of said laparoscope and

a position and orientation of said ultrasound probe;
positioning and orienting said ultrasonic image relative to
said laparoscopic image;

adjusting said ultrasonic image based upon said distortion

data;

combining texture elements of said adjusted ultrasonic

image, C,, with texture elements of said laparoscopic
image, C;, wherein said combined texture elements, C,
are computed according to C,=tC +(1-t)C,, where tis a
user specified translucency factor in the range of O to 1,
and

outputting said combined images.

10. The method of claim 9 wherein said distortion data
comprises a measurement of a feature in said laparoscopic
image that is attributed to a laparoscopic lens and not present
in the surgical field.

11. The method of claim 10 wherein said distortion data
comprises measurement of a degree of curvature.

12. The method of claim 9 further comprising displaying
said combined images.

13. The method of claim 9 further comprising acquiring
said data associated with said laparoscope.

14. The method of claim 9 further comprising combining a
plurality of adjusted ultrasonic images with said laparoscopic
image based on a user input.

15. The method of claim 9 further comprising adjusting
said position and said orientation of said ultrasonic image
based on a user input.

16. An article comprising a storage medium having stored
thereon instructions that when executed by a machine result
in the following operations for overlaying an ultrasonic image
on a laparoscopic image:
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retrieving data associated with a laparoscope wherein said
data indicates a distortion in said laparoscopic image;

receiving said laparoscopic image of a surgical field
including texture elements C, captured using said lap-
aroscope;

receiving said ultrasonic image of'the surgical field includ-
ing texture elements C, captured using a laparoscopic
ultrasound probe;

receiving a position and orientation of said laparoscope and
a position and orientation of said ultrasound probe;

positioning and orienting said ultrasonic image relative to
said laparoscopic image;

adjusting said ultrasonic image based upon said distortion
data;

combining texture elements of said adjusted ultrasonic
image, C,, with texture elements of said laparoscopic
image, C,, wherein said combined texture elements, C_
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are computed according to C,=tC +(1-t)C,, where tis a
user specified translucency factor in the range of O to 1,
and

outputting said combined images.

17. The article of claim 16 wherein said distortion data
comprises a measurement of a feature in said laparoscopic
image that is attributed to a laparoscopic lens and not present
in the surgical field.

18. The article of claim 16 wherein said distortion data
comprises measurement of a degree of curvature.

19. The article of claim 16 wherein said instructions when
executed further comprise receiving and processing a user
input; and

combining a plurality of adjusted ultrasonic images with

said laparoscopic image based on said user input.

* * % Ed *
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