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(57) ABSTRACT

The present invention provides an ultrasound system for
forming an ultrasound image by using a plurality of sub-
frames, comprising: a plurality of transducers for transmit-
ting and receiving ultrasound signals along a plurality of
scan lines to obtain sub-frames; a determination unit for
locating a common point where extensions of said scan lines
with respect to the transducers intersect, determine a plu-
rality of virtual common points based on the located com-
mon point and determine a plurality of transducer groups,
steering angles and a plurality of scan-line groups; a con-
troller responsive to a change of the sub-frames to select
scan lines corresponding to the changed sub-frame and
adjust steering angles of the selected scan lines based on the
plurality of transducer groups, the steering angles and the
plurality of scan-line groups; and a processor for synthesiz-
ing the plurality of sub-frames to form an ultrasound image.
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FIG. 1
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FIG. 2
(PRIOR ART)
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FIG. 5
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FIG. 8
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ULTRASOUND SYSTEM AND METHOD FOR
FORMING ULTRASOUND IMAGES

[0001] The present application claims priority from
Korean Patent Application No. 10-2006-0090671 filed on
Sep. 19, 2006, the entire subject matter of which is incor-
porated herein by reference.

BACKGROUND

[0002] 1. Field

[0003] The present invention generally relates to an ultra-
sound system, and more particularly to an ultrasound system
and method for forming an ultrasound image.

[0004] 2. Background

[0005] An ultrasound system has become an important and
popular diagnostic tool since it has a wide range of appli-
cations. Specifically, due to its non-invasive and non-de-
structive nature, the ultrasound system has been extensively
used in the medical profession. Modern high-performance
ultrasound systems and techniques are commonly used to
produce two or three-dimensional diagnostic images of
internal features of an object (e.g., human organs).

[0006] The probe of an ultrasound system generally
includes transducers for transmitting and receiving broad-
band ultrasound signals. When the transducers are electri-
cally stimulated, ultrasound signals are generated and trans-
mitted to the object. Signals reflected from the object and
delivered to the transducers, which may be referred to as
ultrasound echo signals, are electrically transformed. By
performing amplification and signal processing on the trans-
formed electrical signals, ultrasound image data can be
generated.

[0007] In particular, a number of ultrasound systems
employ a curved linear probe to transmit and receive ultra-
sound signals. Since the curved linear probe transmits ultra-
sound signals in radial directions, it can obtain an ultrasound
image in an area wider than the size of the probe. FIG. 1
shows a geometrical structure of scan lines for the respective
transducers in a curved linear probe. As illustrated in FIG. 1,
when the respective scan lines 21 are extended back to the
rear of the transducers 12, there appears a point 30, through
which all the scan lines pass (hereinafter referred to as a
“common point”). Conversely, steering angles of the respec-
tive scan lines 21 can be determined once the location of the
common point 30 is determined. As shown in FIG. 2, when
the common point 30 moves, the steering angles of the
respective scan lines 21 change. Thereafter, by constructing
new scan lines 22 according to the newly determined
steering angles, an ultrasound image having a wider view
angle can be obtained.

[0008] However, in a conventional ultrasound system,
gaps formed between the scan lines become greater as the
common point moves for a wider view angle. This deterio-
rates the quality of the ultrasound image, and more particu-
larly the quality of the object located around the center of the
ultrasound image.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] Arrangements and embodiments may be described
in detail with reference to the following drawings in which
like reference numerals refer to like elements and wherein:
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[0010] FIG. 1 shows a geometrical structure of scan lines
for respective transducers of a curved linear probe;

[0011] FIG. 2 shows a geometrical structure of scan lines
for respective transducers of a conventional curved linear
probe with adjusted steering angles;

[0012] FIG. 3 shows a configuration of an ultrasound
system constructed in accordance with an embodiment of
the present invention;

[0013] FIG. 4 shows an example of determining steering
angles in accordance with an embodiment of the present
invention;

[0014] FIGS. 5 to 7 show an example of determining
groups of scan lines in accordance with an embodiment of
the present invention;

[0015] FIGS. 8 to 10 show an example of sub-frames of
the respective scan-line groups in accordance with an
embodiment of the present invention; and

[0016] FIG. 11 shows an example of a frame formed by
spatially synthesizing sub-frames in accordance with an
embodiment of the present invention.

DETAILED DESCRIPTION

[0017] A detailed description may be provided with ref-
erence to the accompanying drawings. One of ordinary skill
in the art may realize that the following description is
illustrative only and is not in any way limiting. Other
embodiments of the present invention may readily suggest
themselves to such skilled persons having the benefit of this
disclosure.

[0018] An ultrasound system constructed in accordance
with an embodiment of the present invention includes a
plurality of transducers, a determination unit, a controller
and a processor. The transducers transmit and receive ultra-
sound signals along a plurality of scan lines to obtain
sub-frames. The determination unit locates a common point
where extensions of the scan lines with respect to the
transducers intersect, and determines a plurality of virtual
common points based on the located common point. The
determination unit then determines a plurality of transducer
groups, steering angles and a plurality of scan-line groups.
Based on the transducer groups, the steering angles and the
scan-line groups, the controller selects scan lines corre-
sponding to the changed sub-frames and adjusts steering
angles of the selected scan lines as the sub-frame changes.
The processor synthesizes the sub-frames to form an ultra-
sound image.

[0019] Hereinafter, an embodiment of the present inven-
tion will be described with reference to FIGS. 3 to 11. As
shown in FIG. 3, an ultrasound system 100 constructed in
accordance with an embodiment of the present invention
includes a probe 110, a scan-line determination unit 120, a
beam-former 130, a processor 140 and a display unit 150.
[0020] The probe 110 includes a transducer array 112
comprising a plurality of transducers. The probe 110 trans-
mits ultrasound signals to an object along scan lines and
receives ultrasound signals reflected by the object. In an
embodiment, the probe 110 may be a curved linear probe.
[0021] The scan-line determination unit 120 includes a
steering angle calculation unit 121, a scan-line group deter-
mination unit 122 and a controller 123. The steering angle
calculation unit 121 locates a plurality of virtual common
points based on the common point where extensions of
original scan lines for the respective transducers intersect. It
then partitions a plurality of transducers into several groups
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based on the number of located virtual common points.
Thereafter, the steering angle calculation unit 121 matches
virtual common points to the respective transducer groups
and calculates adjusted steering angles of the scan lines for
the respective transducers.

[0022] In an embodiment shown in FIG. 4, based on the
location of the common point 30 where extensions of the
original scan lines 21 with respect to the respective trans-
ducers intersect, the steering angle calculation unit 121 may
locate: a first virtual common point 30a by moving the
common point 30 toward the transducer array 112; a second
virtual common point 305 by moving the common point 30
far from the transducer array 112; and a third virtual com-
mon point 30¢ by moving the common point 30 in parallel
with the transducer array 112. It may then partition a
plurality of scan lines into 3 groups according to the number
of the located virtual common points. That is, among a
plurality of transducers T, to T,, the steering angle calcu-
lation unit 121 may determine: transducers {T,, T,, T,, T,,,
... } as a first transducer group; transducers {T,, Ts, Tg, T}1,
... }as a second transducer group; and transducers {T;, T,
Tg, Ty, . .. } as a third transducer group. The steering angle
calculation unit 121 may determine: the first virtual common
point 30a as a virtual common point corresponding to the
first transducer group; the second virtual common point 305
as a virtual common point corresponding to the second
transducer group; and the third virtual common point 30¢ as
a virtual common point corresponding to the third transducer
group. Thereafter, the steering angle calculation unit 121
calculates steering angles of the scan lines for the respective
transducers based on the location of the corresponding
virtual common points.

[0023] Although the above embodiment partitions a plu-
rality of transducers into three groups based on three virtual
common points, the present invention is not limited thereto.
It is also possible to locate N number of virtual common
points and to partition a plurality of transducers T, to T,
based on the number N of the located virtual common
points. For example, the plurality of transducers T, to T,
may be partitioned so that the transducers {T, Ty, ;> Tony s
Tsprs - -« + constitute a first transducer group, the trans-
ducers {Ts, Tarzs Tapezs Tanaze - - - } constitute a second
transducer group, and {T,, Tyrr Taps Tans - - - } cOnstitute
an Nth transducer group.

[0024] Further, in the above embodiment, the common
point is moved into vertical and horizontal directions to
locate a plurality of virtual common points. However, the
present invention is not limited thereto. That is, the common
point may be moved in various directions to locate a
plurality of virtual common points.

[0025] The scan-line group determination unit 122 deter-
mines scan-line groups to obtain a plurality of sub-frames.
Assume that three virtual common points 30a, 305 and 30¢
are located by the steering angle calculation unit 121 and
transducer groups are determined based on the three located
virtual common points 30a, 305 and 30¢ in accordance with
an embodiment of the present invention. Then, the scan-line
group determination unit 122 may determine, among a
plurality of scan lines S, to S,: scan lines {S,, S, S-, S,
... } corresponding to the first transducer group as a first
scan-line group to obtain a first sub-frame; scan lines {S,,
Ss, Sg Sy, . . . } corresponding to the second transducer
group as a second scan-line group to obtain a second
sub-frame; and scan lines {S;, S¢, So, Sis, - . . } as a third
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scan-line group to obtain a third sub-frame. Although the
above embodiment describes partitioning a plurality of scan
lines into three scan-line groups based on the three virtual
common points, the present invention is not limited thereto.
For example, it is also possible to partition a plurality of scan
lines S, to S, based on the number N of located virtual
common points. As a further example, the scan lines S, to S,
may be partitioned so that the scan lines {S;, Sy 1, Sonits
Sapats - - - ) constitute a first scan-line group, the scan lines
. } constitute a second scan-line
.. } constitute an Nth

{S25 SN+23 SZN+2S S3N+23 v
group, and {S,, S,r, Sips Suns
scan-line group.

[0026] In order to obtain a plurality of sub-frames, the
controller 123 performs control whenever the frame changes
so that ultrasound signals are transmitted along the scan
lines of the scan-line groups corresponding to the respective
sub-frames. In an embodiment of the present invention, in
order to obtain a first sub-frame 310 as shown in FIG. 8, the
controller 123 performs control so that ultrasound signals
are transmitted along the respective scan lines {S;, S4, S5, .
.., S,,,} of the first scan-line group as shown in FIG. 5. The
controller 123 further performs control so that ultrasound
signals are transmitted along the respective scan lines {S,,
S5, S, ..., S, } of the second scan-line group as shown
in FIG. 6. This is in order to obtain a second sub-frame 320
as shown in FIG. 9. Further, the ultrasound signals are
transmitted along the respective scan lines {S,, Sq. So, - . .
,S,} of the third scan-line group as shown in FIG. 7 in order
to obtain a third sub-frame 330 as shown in FIG. 10. The
controller 123 also controls the processor 140 to synthesize
a plurality of sub-frames based on the virtual common
points, the steering angles, the transducer groups and the
scan-line groups, thereby forming one frame of the ultra-
sound image.

[0027] Under the control of the controller 123, the beam-
former 130 delays and sums up the ultrasound signals, which
are transmitted and received by the transducers along scan
lines corresponding to each of the scan-line groups. The
processor 140 forms one frame by spatially synthesizing a
plurality of sub-frames provided by the beam-former 130
under the control of the controller 123. It then forms an
ultrasound image signal based on the synthesized frame. In
an embodiment of the present invention, the processor 140
spatially synthesizes sub-frames 310 to 330 as shown in
FIGS. 8 to 10 to form a frame 340 as shown in FIG. 11. In
such a case, the processor 140 may perform the synthesizing
by calculating average of each pixel (e.g., averaged intensity
of each pixel) through a plurality of sub-frames 310 to 330,
or by providing different weights on the sub-frames. The
processor 140 may further perform interpolation processing
on each sub-frame using a variety of image interpolation
methods before spatially synthesizing the sub-frames. The
processor 140 may also include a storage unit to temporarily
store the sub-frames. The display unit 150 receives the
ultrasound image signal from the processor 140 and displays
the ultrasound image.

[0028] Any reference in this specification to “one embodi-
ment,” “an embodiment,” “example embodiment,” etc.,
means that a particular feature, structure or characteristic
described in connection with the embodiment is included in
at least one embodiment of the invention. The appearances
of such phrases in various places in the specification are not
necessarily all referring to the same embodiment. Further,
when a particular feature, structure or characteristic is
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described in connection with any embodiment, it is submit-
ted that it is within the purview of one skilled in the art to
affect such feature, structure or characteristic in connection
with other ones of the embodiments.

[0029] Although embodiments have been described with
reference to a number of illustrative embodiments thereof, it
should be understood that numerous other modifications and
embodiments can be devised by those skilled in the art that
will fall within the spirit and scope of the principles of this
disclosure. More particularly, various variations and modi-
fications are possible in the component parts and/or arrange-
ments of the subject combination arrangement within the
scope of the disclosure, the drawings and the appended
claims. For example, although the embodiments have been
described as employing a curved linear probe, the present
invention is not limited thereto, and it is also possible to use
a linear probe, in which case a plurality of virtual common
points may be formed by moving a common point located in
an infinite point. In addition to variations and modifications
in the component parts and/or arrangements, alternative uses
will also be apparent to those skilled in the art.

What is claimed is:

1. An ultrasound system for forming an ultrasound image

by using a plurality of sub-frames, comprising:

a plurality of transducers for transmitting and receiving
ultrasound signals along a plurality of scan lines to
obtain sub-frames;

a determination unit for locating a common point where
extensions of the scan lines with respect to the trans-
ducers intersect and determine a plurality of virtual
common points based on the located common point, the
determination unit further being configured to deter-
mine a plurality of transducer groups, steering angles
and a plurality of scan-line groups;

a controller for being responsive to a change of the
sub-frames to select scan lines corresponding to the
changed sub-frame and adjust steering angles of the
selected scan lines based on the plurality of transducer
groups, the steering angles and the plurality of scan-
line groups; and

a processor for synthesizing the plurality of sub-frames to
form an ultrasound image.

2. The ultrasound system of claim 1, wherein the deter-

mination unit includes:

a first determination unit for determining the plurality of
transducer groups by grouping the plurality of trans-
ducers according to the number of the virtual common
points;

a second determination unit for matching the virtual
common points with the plurality of transducer groups
and determine the steering angles of the scan lines for
the respective transducers; and

a third determination unit for determining the plurality of
scan-line groups by grouping the scan lines correspond-
ing to the respective transducer groups.
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3. The ultrasound system of claim 1, wherein the proces-
sor includes:

a unit for calculating an averaged intensity of each pixel
through the plurality of sub-frames and form the ultra-
sound image by synthesizing the plurality of sub-
frames based on the calculated average intensity.

4. The ultrasound system of claim 1, wherein the proces-

sor includes:

a unit for providing different weights on the plurality of
sub-frames and form the ultrasound image by synthe-
sizing the plurality of sub-frames provided with the
different weights.

5. A method of forming an ultrasound image by using a
plurality of sub-frames formed with a plurality of transduc-
ers to transmit and receive ultrasound signals along a
plurality of scan lines, comprising the steps of:

(a) determining a plurality of virtual common points
based on a common point where extensions of a
plurality of scan lines intersect;

(b) determining a plurality of transducer groups, steering
angles and a plurality of scan-line groups based on the
plurality of virtual common points;

(c) in response to a change of sub-frames, selecting scan
lines corresponding to the changed sub-frame and
adjusting steering angles of the selected scan lines
based on the plurality of transducer groups, the steering
angles and the plurality of scan-line groups;

(d) forming a plurality of sub-frames by transmitting and
receiving ultrasound signals along the scan lines with
the adjusted steering angles; and

(e) forming an ultrasound image by synthesizing the
plurality of sub-frames.

6. The method of claim 5, wherein the step (b) includes:

(b1) determining the plurality of transducer groups by
grouping a plurality of transducers according to the
number of the virtual common points;

(b2) matching the virtual common points with the plural-
ity of transducer groups and determining the steering
angles of the scan lines for the respective transducers;
and

(b3) determining the plurality of scan-line groups corre-
sponding to the respective transducer groups.

7. The method of claim 5, wherein the step (e) includes:

calculating averaged intensity of each pixel through the
plurality of sub-frames and forming the ultrasound
image by synthesizing the plurality of sub-frames based
on the calculated average intensity.

8. The method of claim 5, wherein the step (e) includes:

providing different weights on the plurality of sub-frames
and forming the ultrasound image by synthesizing the
plurality of sub-frames provided with the different
weights.
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