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According to one embodiment, an ultrasound diagnosis appa-
ratus includes a motion information generating unit and a
control unit. The motion information generating unit genet-
ates firstmotion information on cardiac wall motion of at least
one of a left ventricle and a left atrium and second motion
information on cardiac wall motion of at least one of a right
ventricle and a right atrium, on the basis of a first volume data
group and a second volume data group; generates first cor-
rection information and second correction information by
correcting the first motion information and the second motion
information such that the first motion information and the
second motion information are substantially synchronized
with each other, and generates a motion information image in
which the first correction information and the second correc-
tion information are arranged along the time axis. The control
unit controls to display the motion image information.
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ULTRASOUND DIAGNOSIS APPARATUS,
IMAGE PROCESSING APPARATUS, AND
IMAGE PROCESSING METHOD

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of PCT international
application Ser. No. PCT/JP2011/069787 filed on Aug. 31,
2011 which designates the United States, and which claims
the benefit of priority from Japanese Patent Application No.
2010-201241, filed on Sep. 8, 2010; the entire contents of
which are incorporated herein by reference.

FIELD

Embodiments described herein relate generally to an ultra-
sound diagnosis apparatus, an image processing apparatus,
and an image processing method.

BACKGROUND

Objective and quantitative evaluation of functions of body
tissue is important in diagnosing diseases of the body tissue.
For example, in diagnosis of cardiac disease, a quantitative
evaluation method has been attempted, in which cardiac wall
motion is quantitatively evaluated by using echocardio-
graphy.

In recent years, a Cardiac Resynchronization Therapy
(CRT) for performing biventricular pacing on a patient with
significant heart failure has attracted attention, and it becomes
important to quantitatively evaluate cardiac wall motion by
using echocardiography in order to determine the application
of CRT in advance or to evaluate the effect of the therapy.

CRT is a therapy that can improve cardiac wall motion
dyssynchrony, which generally occurs in a patient with sig-
nificant heart failure, and that provides significant improve-
ment in symptoms in a patient who can benefit from CRT
(Responder). On the other hand, it is known that approxi-
mately 30 percent of patients with heart failure receive little or
no benefit from CRT (Non Responder) as of 2005. “Non
Responder” indicates a patient who has heart failure other
than the dyssynchrony. Conventionally, the application of
CRT is determined on the basis of a QRS duration on an
electrocardiogram and a left ventricular Ejection Fraction
(EF). For example, a patient with the QRS duration longer
than “130 milliseconds” on the electrocardiogram and the left
ventricular ejection fraction less than or equal to 35% is
determined as a subject to whom CRT is applicable. However,
with the above criteria, a patient who has heart failure other
than the dyssynchrony may be determined as a subject to
whom CRT is applicable, resulting in “Non Responder”.

Therefore, there has been an attempt to extract only the
dyssynchrony through a quantitative evaluation method using
echocardiography. Examples of the quantitative evaluation
method using echocardiography include a method using
speckle tracking, in which points set on a myocardium in an
ultrasound image are tracked on the basis of a speckle pattern
thatis specific to the ultrasound image. For example, the heart
of a patient is three-dimensionally scanned in a chronological
order to collect volume data and the volume data is analyzed
by the speckle tracking, so that it becomes possible to three-
dimensionally and quantitatively evaluate the wall motion of
each of the left ventricle, the right ventricle, the left atrium,
and the right atrium.

Meanwhile, factors for determining whether to apply CRT
or not include the degree of atrioventricular wall motion
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2

synchrony (between the left atrium and the left ventricle) or
interventricular wall motion synchrony (between the right
ventricle and the left ventricle), in addition to the degree of
left ventricular wall motion synchrony. That is, the determi-
nation on whether to apply CRT or not depends on the degree
of dyssynchrony of these factors.

However, the conventional technology described above is
made to separately analyze the functions of the four chambers
of a heart, and in particular, to three-dimensionally evaluate
the dyssynchrony of the cardiac wall motion in the left ven-
tricle. That is, with the above-described conventional tech-
nology, it is impossible to three-dimensionally analyze a dif-
ference in the interventricular wall motion synchrony, the
interatrial wall motion synchrony, and the atrioventricular
wall motion synchrony.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a diagram for explaining a configuration of an
ultrasound diagnosis apparatus according to an embodiment.

FIG. 2 is a diagram for explaining a first volume data group
and a second volume data group.

FIG. 3 is a diagram for explaining speckle tracking per-
formed by a motion information generating unit.

FIG. 4A isadiagram (1) for explaining a concrete example
of cardiac wall motion information generated by the motion
information generating unit.

FIG. 4B s a diagram (2) for explaining a concrete example
of the cardiac wall motion information generated by the
motion information generating unit.

FIG. 5 is a diagram for explaining a first interpolation
method performed by the motion information generating
unit.

FIG. 6 is a diagram for explaining a second interpolation
method performed by the motion information generating
unit.

FIG. 7isadiagram for explaining an example of a temporal
change curve that is displayed in the embodiment.

FIG. 8 is a diagram for explaining a calculating unit.

FIG. 9 is a diagram (1) for explaining an example of a
distribution image that is displayed in the embodiment.

FIG. 10 is a diagram (2) for explaining an example of the
distribution image that is displayed in the embodiment.

FIG. 11 is a diagram for explaining an example of an
information layout that is displayed in the embodiment.

FIG. 12 is a flowchart for explaining a process performed
by the ultrasound diagnosis apparatus according to the
embodiment.

FIG. 13 is a diagram (1) for explaining a first modification
of the embodiment.

FIG. 14 is a diagram (2) for explaining the first modifica-
tion of the embodiment.

DETAILED DESCRIPTION

According to one embodiment, an ultrasound diagnosis
apparatus includes a motion information generating unit and
adisplay controlling unit. The motion information generating
unit generates first motion information on cardiac wall
motion of at least one of a left ventricle and a left atrium and
second motion information on cardiac wall motion of at least
one of a right ventricle and a right atrium, each of the first
motion information and the second motion information being
temporal change information that is made up of a plurality of
measured values along a time axis and that indicates temporal
change in cardiac wall motion, on the basis of a first volume
data group including a region related to a left side of a heart of
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a subject and a second volume data group including a region
related to aright side ofthe heart, each of the first volume data
group and the second volume data group being obtained from
volume data that is generated by three-dimensionally scan-
ning the heart of the subject with an ultrasound wave for a
duration of one or more heartbeats. And the motion informa-
tion generating unit generates first correction information and
second correction information by correcting the first motion
information and the second motion information that are dis-
playing objects such that the first motion information and the
second motion information are substantially synchronized
with each other on the basis of a cardiac phase. And the
motion information generating unit generates a motion infor-
mation image in which the first correction information and
the second correction information are arranged along the time
axis such that time phases of the first correction information
and the second correction information are aligned on the basis
of a predetermined cardiac phase. The display controlling
unit that controls so that the motion information image is
displayed on a predetermined display unit. Embodiments of
an ultrasound diagnosis apparatus will be explained in detail
below with reference to the accompanying drawings.

Embodiment

First, a configuration of an ultrasound diagnosis apparatus
according to an embodiment will be explained. FIG. 1 is a
diagram for explaining the configuration of the ultrasound
diagnosis apparatus according to the embodiment. As illus-
trated in FIG. 1, the ultrasound diagnosis apparatus according
to the embodiment includes an ultrasound probe 1, a monitor
2, an input device 3, an electrocardiograph 4, and an apparatus
main body 10.

The ultrasound probe 1 is an external ultrasound probe that
is detachably connected to the apparatus main body 10. The
ultrasound probe 1 includes a plurality of piezoelectric trans-
ducers. The piezoelectric transducers generate ultrasound
waves on the basis of a drive signal provided from a transmit-
ting-receiving unit 11 included in the apparatus main body
10, which will be explained below. The ultrasound probe 1
receives a reflected wave from a subject P and converts the
reflected wave to an electrical signal. The ultrasound probe 1
also includes a matching layer arranged on the piezoelectric
transducers; and a backing material that prevents ultrasound
waves from propagating backward from the piezoelectric
transducers.

When the ultrasound probe 1 transmits ultrasound waves to
the subject P, the transmitted ultrasound waves are sequen-
tially reflected from acoustic-impedance discontinuity sur-
faces of the body tissue of the subject P, and the piezoelectric
transducers of the ultrasound probe 1 receive the reflected
waves as reflected wave signals. The amplitude of the
received reflected wave signals depends on a difference in the
acoustic impedance of the discontinuity surfaces where the
ultrasound waves are reflected. When the transmitted ultra-
sound pulses are reflected from a moving bloodstream, a
moving surface of a cardiac wall, or the like, the frequencies
of the reflected wave signals are shifted due to the Doppler
effect in accordance with the velocity component in the ultra-
sound wave transmission direction in the moving body.

Meanwhile, the ultrasound probe 1 according to the
embodiment is an ultrasound probe that can scan the subject
P two-dimensionally as well as can scan the subject P three-
dimensionally by sector scanning. Specifically, the ultra-
sound probe 1 according to the embodiment is an external
mechanical scanning probe that scans the subject P three-
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4

dimensionally by oscillating the ultrasound transducers at a
predetermined angle (swing angle).

The present embodiment is also applicable even when the
ultrasound probe 1 is a two-dimensional ultrasound probe
that has a plurality of ultrasound transducers arranged in a
matrix form to enable three-dimensional ultrasound scanning
of the subject P. The two-dimensional ultrasound probe can
scan the subject P two-dimensionally by converging ultra-
sound waves and transmitting the converged ultrasound
waves.

The input device 3 includes a mouse, a keyboard, a button,
a panel switch, a touch command screen, a foot switch, a
trackball, and the like, receives various setting requests from
an operator of the ulirasound diagnosis apparatus, and trans-
fers the received various setting requests to the apparatus
main body 10.

For example, the input device 3 according to the embodi-
ment receives, from an operator, designation of a type of
cardiac wall motion information that is generated from vol-
ume data or designation of an output form of the generated
information. The contents of various types of designation
received by the input device 3 according to the embodiment
will be described below.

The monitor 2 displays a Graphical User Interface (GUI)
that is used by an operator of the ultrasound diagnosis appa-
ratus to input various setting requests by using the input
device 3, and displays an ultrasound image generated by the
apparatus main body 10.

The electrocardiograph 4 is connected to the apparatus
main body 10 and acquires an Electrocardiogram (ECG) of
the subject P who is subjected to the ultrasound scanning. The
electrocardiograph 4 transmits the acquired electrocardio-
gram to the apparatus main body 10.

The apparatus main body 10 is an apparatus that generates
an ultrasound image on the basis of the reflected waves
received by the ultrasound probe 1. Specifically, the apparatus
main body 10 according to the embodiment is an apparatus
that can generate a three-dimensional ultrasound image (vol-
ume data) based on three-dimensional reflected wave data
thatis received by the ultrasound probe 1. The apparatus main
body 10 includes, as illustrated in FIG. 1, the transmitting-
receiving unit 11, a B-mode processing unit 12, a Doppler
processing unit 13, an image generating unit 14, an image
memory 15, an internal storage unit 16, a volume-data pro-
cessing unit 17, and a control unit 18.

The transmitting-receiving unit 11 includes a trigger gen-
eration circuit, a delay circuit, a pulser circuit, or the like, and
provides a drive signal to the ultrasound probe 1. The pulser
circuit repeatedly generates rate pulses for generating trans-
mission ultrasound waves, at a predetermined rate frequency.
The delay circuit gives, to each rate pulse generated by the
pulser circuit, a delay time that is needed to converge the
ultrasound waves generated by the ultrasound probe 1 into a
beam and to determine the transmission directivity of each
piezoelectric transducer. The trigger generation circuit
applies the drive signal (drive pulse) to the ultrasound probe 1
at a timing based on the rate pulse. That is, the delay circuit
changes the delay time to be given to each rate pulse to
thereby arbitrarily adjust the transmission direction from the
piezoelectric transducer surface.

The transmitting-receiving unit 11 has a function of
instantly changing a transmission frequency, a transmission
driving voltage, or the like in order to execute a predetermined
scan sequence in accordance with an instruction from the
control unit 18 to be described below. In particular, the trans-
mission driving voltage is changed by a linear amplifier type
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transmission circuit that can instantly switch between values
or by a mechanism that electrically switches between a plu-
rality of power supply units.

The transmitting-receiving unit 11 includes an amplifier
circuit, an A/D converter, an adder, or the like, and generates
reflected wave data by performing various processes on the
reflected wave signals received by the ultrasound probe 1. The
amplifier circuit amplifies the reflected wave signals for each
channel to thereby perform a gain correction process. The
A/D converter performs A/D conversion on the reflected wave
signals that have been subjected to the gain correction and
gives a delay time, which is needed to determine the reception
directivity, to the digital data. The adder performs an addition
process on the reflected wave signals that have been pro-
cessed by the A/D converter to thereby generate reflected
wave data. By the addition process performed by the adder,
reflection components from the direction according to the
reception directivity of the reflected wave signals are inten-
sified.

In this manner, the transmitting-receiving unit 11 controls
the transmission directivity and the reception directivity in
transmission and reception of ultrasound waves. The trans-
mitting-receiving unit 11 according to the embodiment
causes the ultrasound probe 1 to three-dimensionally transmit
ultrasound beams to the subject P and generates three-dimen-
sional reflected wave data from the three-dimensional
reflected wave signals received by the ultrasound probe 1.

The B-mode processing unit 12 receives the reflected wave
data from the transmitting-receiving unit 11 and performs
logarithmic amplification, an envelope detection process, or
the like, to thereby generate data (B-mode data) in which the
signal strength is represented by luminance.

The Doppler processing unit 13 performs frequency analy-
sis on velocity information on the basis of the reflected wave
data received from the transmitting-receiving unit 11, extracts
bloodstream, tissue, and contrast media echo components by
the Doppler effect, and generates data (Doppler data) based
on moving-object information, such as an average velocity,
distribution, or power, extracted at multiple points.

The B-mode processing unit 12 and the Doppler process-
ing unit 13 according to the embodiment can process both of
the two-dimensional reflected wave data and the three-dimen-
sional reflected wave data. Specifically, the B-mode process-
ing unit 12 according to the embodiment can generate three-
dimensional B-mode data from the three-dimensional
reflected wave data. Furthermore, the Doppler processing
unit 13 according to the embodiment can generate three-
dimensional Doppler data from the three-dimensional
reflected wave data.

The image generating unit 14 generates an ultrasound
image from the data generated by the B-mode processing unit
12 and the Doppler processing unit 13. Specifically, the image
generating unit 14 generates a B-mode image in which the
intensities of the reflected waves are represented by lumi-
nance, from the B-mode data generated by the B-mode pro-
cessing unit 12. More specifically, the image generating unit
14 generates a three-dimensional B-mode image from the
three-dimensional B-mode data generated by the B-mode
processing unit 12.

The image generating unit 14 also generates a color Dop-
pler image as an average velocity image, a distribution image,
a power image, or a combination image of the above images,
each of which indicates moving body information in an imag-
ing target portion, for example, information about a blood
flow, from the Doppler image generated by the Doppler pro-
cessing unit 13. Specifically, the image generating unit 14
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generates a three-dimensional color Doppler image from the
three-dimensional Doppler data generated by the Doppler
processing unit 13.

In the following, the three-dimensional B-mode image
generated by the image generating unit 14 is described as
“volume data”. That is, the image generating unit 14 has a
function of generating the volume data.

The image generating unit 14 can also generate a compos-
ite image in which character information of various param-
eters, a scale, a body mark, and the like are synthesized to the
ultrasound image.

Furthermore, the image generating unit 14 can generate
various images for displaying the volume data on the monitor
2. Specifically, the image generating unit 14 can generate a
Multi Planar Reconstructions (MPR) image or a rendering
image (a volume rendering image or a surface rendering
image) from ultrasound volume data.

The image memory 15 is a memory for storing the ultra-
sound image generated by the image generating unit 14. The
image generating unit 14 stores, in the image memory 15, the
volume data and a time taken for ultrasound scanning that is
performed to generate the volume data, in association with an
electrocardiogram transmitted from the electrocardiograph 4.
That is, the volume-data processing unit 17, which will be
described below, can acquire a cardiac phase at the time ofthe
ultrasound scanning that is performed to generate the volume
data, by referring to the data stored in the image memory 15.
The image memory 15 can also store the data generated by the
B-mode processing unit 12 and the Doppler processing unit
13.

The internal storage unit 16 stores therein control programs
for performing ultrasound transmission/reception, image
processing, and display processing; diagnosis information
(for example. a patient ID or doctor’s remarks); and various
types of data, such as a diagnosis protocol and various body
marks. The internal storage unit 16 is also used to store an
image that is stored in the image memory 15, as needed basis.
The data stored in the internal storage unit 16 can be trans-
ferred to an external peripheral device via an interface not
illustrated.

The volume-data processing unit 17 is a processing unit
that performs various types of image processing on the vol-
ume data stored in the image memory 15. As illustrated in
FIG. 1, the volume-data processing unit 17 includes a motion
information generating unit 17a and a calculating unit 175.
The processes performed by the volume-data processing unit
17 will be described in detail below.

The control unit 18 controls the entire process performed
by the ultrasound diagnosis apparatus. Specifically, the con-
trolunit 18 controls processes performed by the transmitting-
receiving unit 11, the B-mode processing unit 12, the Doppler
processing unit 13, the image generating unit 14, and the
volume-data processing unit 17, on the basis of various set-
ting requests input from an operator via the input device 3 or
various control programs and various types of data read from
the internal storage unit 16. The control unit 18 controls
display of an ultrasound image stored in the image memory
15, a GUI for specifving various processes performed by the
volume-data processing unit 17, and a process result obtained
by the volume-data processing unit 17, on the monitor 2.

The overall configuration of the ultrasound diagnosis appa-
ratus according to the embodiment is explained above. With
this configuration, the ultrasound diagnosis apparatus accord-
ing to the embodiment generates volume data and performs
image processing on the generated volume data. Specifically,
the ultrasound diagnosis apparatus according to the embodi-
ment generates volume data ofthe heart of the subject P. Then,
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the ultrasound diagnosis apparatus according to the embodi-
ment performs image processing on the volume data of the
heart of the subject Pto thereby generate and display data that
is used to determine the application of Cardiac Resynchroni-
zation Therapy (CRT) in advance or to evaluate the effect of
the therapy.

Meanwhile, factors for determining whether to apply CRT
or not or evaluating the effect of CRT include the degree of
atrioventricular wall motion synchrony (between the left
atrium and the left ventricle) or interventricular wall motion
synchrony (between the right ventricle and the left ventricle),
in addition to the degree of left ventricular wall motion syn-
chrony.

Recent CRT devices have the flexibility to make settings
for adjusting an atrioventricular delay (A-V delay) time and
the flexibility to make settings for adjusting a ventricular
delay (V-V delay) time, depending on the degree of dyssyn-
chrony of the above factors. For example, a CRT device can
set the atrioventricular delay time in the range “from 50
milliseconds to 160 milliseconds™ at intervals of about 20
milliseconds and can set the ventricular delay time in the
range “from -40 milliseconds to +40 milliseconds™ at inter-
vals of about 30 milliseconds.

When CRT is performed, it is needed to determine the
initial setting (therapy plan) for CRT by optimizing the set-
tings of the atrioventricular delay time and the ventricular
delay time. Furthermore, to perform therapy evaluation by
evaluating the degree of improvement in the dyssynchrony
after the CRT therapy and give feedback in order to determine
the optimal settings of the atrioventricular delay time and the
ventricular delay time, it is needed to precisely evaluate dif-
ferences in functions or wall motion timing between the ven-
tricles or between the atrium and the ventricle. In this case,
three-dimensional analysis using the volume data that can
cover the whole myocardial region in the chambers can
enable highly-precise evaluation without oversight, com-
pared with two-dimensional analysis using a two-dimen-
sional ultrasound image.

Therefore, the ultrasound diagnosis apparatus according to
the embodiment generates volume data by three-dimension-
ally scanning the heart of the subject P with ultrasound waves.

When the external ultrasound probe 1 that performs sector
scanning performs three-dimensional scanning of the whole
heart of the subject P, because a cardiac apex cannot be
visualized by a parasternal approach due to a limited acoustic
window, an apical approach is employed. However, in the
sector scanning using the apical approach, a visible width of
the cardiac apex that is a shallow site becomes narrow.

Furthermore, the heart of a patient who has heart failure
and to whom CRT is applied is often enlarged because of
dilative compensation. In particular, Dilated Cardiomyopa-
thy (DCM), in which the left ventricle is enlarged, often
causes advanced heart failure, in which the Fjection Fraction
(EF) significantly decreases, and also causes associated
abnormality in the electrical conduction system as repre-
sented by left bundle branch block due to a wide range of
myocardial damage; therefore, dyssynchrony is likely to
occur. That is, with DCM, opportunities to diagnose the appli-
cation of CRT increase.

Therefore, because the heart of the subject P for whom the
application of CRT is diagnosed is often enlarged, it is diffi-
cult to simultaneously visualize myocardia in regions of both
of the left and right sides of the heart in the cardiac apex
region withinan angle of view in the sector scanning using the
apical approach.

Furthermore, in the three-dimensional scanning, needed
reception scanning lines increase in proportion to the square
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of the multiplier compared to the two-dimensional scanning;
therefore, temporal resolution (frame rate) becomes rela-
tively insufficient because of the limitation of a sound veloc-
ity. Therefore, if the angle of view in the three-dimensional
scanning is to be increased, it becomes difficult to ensure the
temporal resolution. However, to evaluate the dyssynchrony
that is a factor to determine the application of CRT, it is
desirable to obtain the highest possible temporal resolution.

Furthermore, because the set duration of the delay time of
the CRT device described above is, for example, about 20
milliseconds to 30 milliseconds, three-dimensional scanning
is often set so that high temporal resolution in the three-
dimensional scanning can be maintained. For example, an
ideal setting of the three-dimensional scanning is 30 fps
(frame per second), with reference to the reciprocal of the set
duration. To obtain the high temporal resolution as described
above, if the angle of view is narrowed in the settings, it is
possible to relatively increase a scanning line density, so that
it becomes possible to perform evaluation by using an image
(volume data) with high spatial resolution.

However, it is practically difficult for the external ultra-
sound probe 1 to perform three-dimensional scanning with a
wide angle of view that can simultaneously cover both of the
right ventricle and the left ventricle when, for example, evalu-
ating the application of CRT. Therefore, to evaluate interven-
tricular dyssynchrony for the determination of the application
of CRT through the three-dimensional scanning by the exter-
nal ultrasound probe 1, it is needed to separately collect
volume data including the left ventricle side and volume data
including theright ventricle side by limiting the angle of view.
Specifically, it is needed to divide the whole heart into two
regions and separately collect the volume data in order to
maintain needed temporal resolution and spatial resolution to
evaluate the interventricular dyssynchrony for the determina-
tion of the application of CRT.

Therefore, the ultrasound diagnosis apparatus according to
the embodiment acquires a first volume data group that
includes a region related to the left side of the heart and a
second volume data group that includes a region related to the
right side of the heart, from the volume data that is generated
by three-dimensionally scanning the heart of the subject P
with ultrasound waves for a duration of one or more heart-
beats. Specifically, the ultrasound diagnosis apparatus
according to the embodiment divides the heart of the subject
P into a region including the left side of the heart and a region
including the right side of the heart, and three-dimensionally
scans each region with ultrasound waves for a duration of one
or more heartbeats, thereby generating two volume data
groups, i.e., the first volume data group and the second vol-
ume data group. FIG. 2 is a diagram for explaining the first
volume data group and the second volume data group.

More specifically, the ultrasound probe 1 three-dimension-
ally scans the region including the left side of the heart with
ultrasound waves for the duration of one or more heartbeats.
Thereafter, the B-mode processing unit 12 generates a three-
dimensional B-mode data of the region including the left side
of the heart for the duration of one or more heartbeats. Then,
the image generating unit 14 generates a plurality of pieces of
volume data (the first volume data group) that are captured in
aregion 1 surrounded by dashed lines in FIG. 2, i.e., the Left
Atrium (LA) and the Left Ventricular (LV), in a chronological
order for the duration of one or more heartbeats.

Furthermore, the ultrasound probe 1 three-dimensionally
scans the region including the right side of the heart with
ultrasound waves for the duration of one or more heartbeats,
atadifferent time from the time when the ultrasound scanning
is performed to generate the first volume data group. Accord-
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ingly, the B-mode processing unit 12 generates three-dimen-
sional B-mode data of the region including the right side of
the heart for the duration of one or more heartbeats. Then, the
image generating unit 14 generates a plurality of pieces of
volume data (the second volume data group) that are captured
in a region 2 surrounded by dotted lines in FIG. 2, i.e., the
Right Atrium (RA) and the Right Ventricular (RV), in a chro-
nological order for the duration of one or more heartbeats.

The image generating unit 14 then stores the first volume
data group and the second volume data group in the image
memory 15. Specifically, the image generating unit 14 stores
the first volume data group, in which an ultrasound scanning
duration is associated with each volume data, and an ECG at
the time of generation of the first volume data group, in the
image memory 15. Furthermore, the image generating unit 14
stores the second volume data group, in which an ultrasound
scanning duration is associated with each volume data, and an
ECG at the time of generation of the second volume data
group, in the image memory 15. When receiving an image
processing request from an operator via the input device 3, the
control unit 18 causes the volume-data processing unit 17 to
start processes.

Specifically, the motion information generating unit 17a
included in the volume-data processing unit 17 generates first
motion information that is information on cardiac wall
motion in at least one of the left ventricle and the left atrium,
from the first volume data group. The motion information
generating unit 17a also generates second motion informa-
tion that is information on cardiac wall motion in at least one
of the right ventricle and the right atrium, from the second
volume data group.

More specifically, the motion information generating unit
17a tracks tracking points that are set on myocardial tissue
visualized in each volume data, on the basis of a speckle
pattern, thereby generating the first motion information and
the second motion information. That 1s, the motion informa-
tion generating unit 17a performs three-dimensional speckle
tracking to generate the first motion information and the
second motion information. FIG. 3 is a diagram for explain-
ing the speckle tracking performed by the motion information
generating unit.

For example, the input device 3 receives, from an operator,
a request to display volume data of a first frame of the first
volume data group and volume data of a first frame of the
second volume data group. The control unit 18 that has
received the transferred display request reads out, from the
image memory 15, each volume data specified by the display
request and displays the volume data on the monitor 2. For
example, the control unit 18 causes the image generating unit
14 to generate a plurality of MPR images that are obtained by
cutting each volume data specified by the display request at
the cross sections in a plurality of directions, and displays the
images on the monitor 2.

The operator sets a plurality of tracking points for perform-
ing tracking, on the endocardium and the epicardium as illus-
trated in FIG. 3, by referring to the volume data (for example,
the MPR images generated by the image generating unit 14)
displayed on the monitor. As illustrated in FIG. 3, the tracking
points on the endocardium and the epicardium are set as pairs.
The operator sets a plurality of tracking points on each of the
MPR images to three-dimensionally track each of the left side
of the heart and the right side of the heart. For example, the
operator firstly traces the positions of the endocardium and
the epicardium. Subsequently, the system reconstructs three-
dimensional boundary surfaces from the traced surfaces of
the endocardium and the epicardium, sets a mesh that is made
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up of a plurality of rectangles on each of the endocardium and
the epicardium, and sets the vertexes of the rectangles as the
tracking points.

Thereafter, the motion information generating unit 17a
performs speckle tracking of the tracking points that are set in
the volume data of the first frame of the first volume data
group, for each volume data contained in the first volume data
group, thereby generating the first motion information. Fur-
thermore, the motion information generating unit 17a per-
forms speckle tracking of the tracking points that are setin the
volume data of the first frame of the second volume data, for
each volume data contained in the second volume data group,
thereby generating the second motion information. Specifi-
cally, the motion information generating unit 174 identifies
correspondence between each of the tracking points that are
set in the volume data of the first frame and a position in the
volume data of other frames, through the speckle tracking.

Meanwhile, the motion information generating unit 174,
adds information on an ultrasound scanning duration and a
cardiac phase by referring to the duration of the ultrasound
scanning that is performed to generate each volume data and
referring to the echocardiogram that is transmitted from the
electrocardiograph 4, thereby generating the first motion
information and the second motion information.

The first motion information may be information on the
cardiac wall motion of the “left ventricle”, information on the
cardiac wall motion of the “left atrium”, or information on the
cardiac wall motion of both of the “left ventricle” and the “left
atrium”, depending on the locations of the tracking points that
are set by the operator. Furthermore, the second motion infor-
mation may be information on the cardiac wall motion of the
“right ventricle”, information on the cardiac wall motion of
the “right atrium”, or information on the cardiac wall motion
of both of the “right ventricle” and the “right atrium”, depend-
ing on the locations of the tracking points that are set by the
operator.

Specifically, when analyzing the interventricular wall
motion, the operator sets the tracking points so that the first
motion information corresponds to the information on the
wall motion of the “left ventricle” and the second motion
information corresponds to the wall motion of the “right
ventricle”. Furthermore, when analyzing the interatrial wall
motion, the operator sets the tracking points so that the first
motion information corresponds to the information on the
wall motion of the “left atrium” and the second motion infor-
mation corresponds to the wall motion of the “right atrium”.
Moreover, when analyzing all of the interventricular wall
motion, the interatrial wall motion, and the atrioventricular
wall motion, the operator sets the tracking points so that the
first motion information corresponds to the information on
the wall motion of both of the “left ventricle” and the “left
atrium” and the second motion information corresponds to
the information on the wall motion of both of the “right
ventricle” and the “right atrium”.

The tracking points may be manually set by the operator as
described above, or may be automatically set by the motion
information generating unit 17a by extracting feature points
in the volume data.

Concrete examples of the cardiac wall motion information
generated by the motion information generating unit 17a will
be explained below with reference to FIGS. 4A and 4B. FIGS.
4A and 4B are diagrams for explaining the concrete examples
of the cardiac wall motion information generated by the
motion information generating unit. Information shown in
FIG. 4A is information on overall wall motion of a ventricle
or an atrium, and information shown in FIG. 4B is informa-
tion on regional wall motion of a ventricle or an atrium.
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The motion information generating unit 17a generates
information on the volume of at least one of a ventricle and an
atrium, as the first motion information and the second motion
information. Specifically, the motion information generating
unit 17a identifies a three-dimensional region surrounded by
the tracking points on the endocardium and a three-dimen-
sional region surrounded by the tracking points on the epicar-
dium, thereby generating the information related to the vol-
ume. More specifically, as illustrated in FIG. 4A, the motion
information generating unit 17« calculates, as the first motion
information and the second motion information, an end dias-
tole volume “EDV (mL)” as an intracavity volume at the
phase of an end diastole (ED) and an end systole volume
“ESV (mL)” as an intracavity volume at the phase of an end
systole (ES). Furthermore, as illustrated in FIG. 4A, the
motion information generating unit 17a calculates, as the first
motion information and the second motion information, an
ejection fraction “EF (%)” that is defined by EDV and ESV.

Moreover, as illustrated in FIG. 4A, the motion informa-
tion generating unit 174 calculates, as the first motion infor-
mation and the second motion information, a “myocardial
volume (mL)”, a “myocardial mass (g)”, and “Mass-Index
(g/m?)”. Specifically, the motion information generating unit
17a calculates the “myocardial volume (mL)” by subtracting
the volume inside the endocardium from the volume inside
the epicardium. The myocardial volume changes with the
heartbeats; however, the degree of a change in the myocardial
volume over time is small. Therefore, for example, the motion
information generating unit 17a calculates, as a representa-
tive myocardial volume, an average of the myocardial vol-
umes calculated from respective pieces of volume data or a
maximum value during one heartbeat.

The motion information generating unit 17a calculates the
“myocardial mass (g)” by multiplying the “myocardial vol-
ume (mL)” by an average myocardial density value (for
example, 1.05 g/mL). For example, the motion information
generating unit 17a calculates the myocardial mass from an
average myocardial volume. The motion information gener-
ating unit 17a calculates the “Mass-Index (g/m?)” by normal-
izing the “myocardial mass (g)” by a “body surface area
(BSA) (m?)”.

Meanwhile, the end diastole volume, the end systole vol-
ume, the ejection fraction, the myocardial volume, the myo-
cardial mass, and the Mass-Index are representative values
indicating information on the overall cardiac wall motion of a
ventricle or an atrium at one heartbeat. By contrast, the int-
racavity volume changes over time in reflection of the pump
function of an objective cardiac cavity, so that a temporal
change curve of the intracavity volume becomes an important
index for evaluating cardiac functions. Therefore, as illus-
trated in FIG. 4A, the motion information generating unit 17a
generates a “temporal change curve of the intracavity vol-
ume”. Specifically, the motion information generating unit
17a generates a graph on which the intracavity volume is
plotted along a time axis, as the “temporal change curve of the
intracavity volume”. In other words, the “temporal change
curve of the intracavity volume” is ““temporal change infor-
mation” that is made up of a plurality of measured values
along the time axis and that indicates a temporal change in the
cardiac wall motion”.

Furthermore, the motion information generating unit 17a
generates, as the first motion information and the second
motion information, regional strain (myocardial strain), a
regional strain rate (myocardial strain rate), a regional dis-
placement of myocardial tissue (myocardial displacement:
displacement), or a velocity of the regional displacement of
the myocardial tissue (myocardial velocity) of at least one of
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a ventricle and an atrium. Specifically, the motion informa-
tion generating unit 17a generates information on regional
cardiac wall motion in a ventricle or an atrium as illustrated
by example in FIG. 4B, on the basis of a length and a direction
of a line connecting the tracking points that are set as a pair.
More specifically, as illustrated in FIG. 4B, the motion infor-
mation generating unit 17a generates “regional myocardial
strain (%)” and a “regional myocardial strain rate (1/s)” that
indicates a temporal change in the regional myocardial strain.
Furthermore, as illustrated in FIG. 4B, the motion informa-
tion generating unit 17a generates a “regional myocardial
displacement (cm)” and a “regional myocardial velocity (cm/
s)” that indicates a temporal change in the regional myocar-
dial displacement.

The information on the regional cardiac wall motion may
be generated after component separation. For example, in the
case of aleft ventricle, the motion information generating unit
17a generates the information on the regional cardiac wall
motion after separating the vectors connecting the tracking
points set as pairs into components in a long axis (Longitu-
dinal) direction, in a peripheral (Circumferential) direction,
and in a wall thickness (Radial) direction. The information on
the regional cardiac wall motion illustrated by example in
FIG. 4 is “temporal change information that is made up of a
plurality of measured values along the time axis and that
indicates a temporal change in the cardiac wall motion”. The
motion information generating unit 17a may generate, as the
information on the regional cardiac wall motion that is the
“temporal change information that is made up of a plurality of
measured values along the time axis and that indicates a
temporal change in the cardiac wall motion”, a regional area
change ratio of at least one of a ventricle and an atrium or a
change rate of the regional area change ratio (area change
rate) of at least one of a ventricle and an atrium, in addition to
the information illustrated by example in FIG. 4B. In this
case, the motion information generating unit 17a calculates,
for example, the area of a regional region of the endocardium
(area of each rectangle) at a reference cardiac phase (refer-
ence phase). Specifically, the motion information generating
unit 174 calculates the area of each rectangle surrounded by a
plurality of tracking points set on a mesh of the endocardium
in the volume data at the reference phase. The motion infor-
mation generating unit 17a then performs tracking of the
tracking points in a temporal series of volume data to thereby
calculate the area of a rectangle at each cardiac phase, and
thereafter normalizes the area of each rectangle at each car-
diac phase by the area of a corresponding rectangle at the
reference phase to thereby obtain the regional area change
ratio. Accordingly, the motion information generating unit
17a obtains the regional area change ratio (unit: %) that
indicates how each rectangle is deformed in the temporal
series of volume data. Alternatively, the motion information
generating unit 17a calculates, as the information on the
regional cardiac wall motion, a temporal change rate of the
regional area change ratio. Specifically, the motion informa-
tion generating unit 17a calculates the temporal change rate
of the area change ratio by estimating a temporal differential
value of the regional area change ratio.

Meanwhile, the motion information generating unit 17a
generates a plurality of distribution images, in which the
information on the regional cardiac wall motion is mapped to
a predetermined image, in a chronological order in order to
output the information on the regional cardiac wall motion.
Specifically, the motion information generating unit 174 con-
verts a value of the cardiac wall motion information obtained
in each regional region to a color on the basis of an LUT
(Look Up Table) that is set in advance, and generates a plu-
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rality of distribution images in which the color is mapped to a
predetermined image, in a chronological order. For example,
there are known color-distribution mapping methods such as
a method of mapping a value of the cardiac wall motion
information that is obtained in each regional region to a
Polar-map or a method of mapping the cardiac wall motion
information to a surface rendering image of the surface of an
inner membrane. The motion information generating unit17a
also generates a temporal change curve that is a graph on
which the information on the regional cardiac wall motion is
plotted along a time axis, in order to output the information on
the regional cardiac wall motion.

When outputting the information on the regional cardiac
wall motion, the motion information generating unit 17a may
output the distribution image or the temporal change curve
after averaging the values of the information on the regional
cardiac wall motion for each of 16 to 17 segments recom-
mended by the American Society of Echocardiography
(ASE). Examples ofthe sections recommended by the Ameri-
can Society of Echocardiography include an anterior-septum
(ant-sept.), an anterior wall (ant.), a lateral wall (lat.), a pos-
terior wall (post.), an inferior wall (inf.) and a septum (sept. ).

Furthermore, the motion information generating unit 17a
generates, as the first motion information and the second
motion information, an overall area change ratio, a change
rate of the overall area change ratio, overall strain (myocar-
dial strain), an overall strain rate (myocardial strain rate), an
overall displacement of myocardial tissue (myocardial dis-
placement), or a velocity of the overall displacement of the
myocardial tissue (myocardial velocity) of at least one of a
ventricle and an atrium. Specifically, the motion information
generating unit 17a calculates the overall area change ratio by
averaging the values of a plurality of regional area change
ratios calculated in the same volume data. The motion infor-
mation generating unit 17a calculates a temporal change rate
of the overall area change ratio by averaging the values of
temporal change rates of a plurality of regional area change
ratios calculated in the same volume data. The motion infor-
mation generating unit 17a calculates the overall myocardial
strain by averaging the values of a plurality of pieces of
regional myocardial strain calculated in the same volume
data. The motion information generating unit 17a calculates
the overall myocardial strain rate by averaging the values of a
plurality of regional myocardial strain rates calculated in the
same volume data. The motion information generating unit
17a calculates the overall regional myocardial displacement
by averaging the values of a plurality of regional myocardial
displacements calculated in the same volume data. The
motion information generating unit 17a calculates the overall
regional myocardial velocity by averaging the values of a
plurality of regional myocardial velocities calculated in the
same volume data. The information on the overall cardiac
wall motion based on the information on the regional cardiac
wall motion can be used as an index for evaluating the pump
function of a cardiac cavity.

It is desirable that the motion information generating unit
17a generates the above-mentioned cardiac wall motion
information (the first motion information and the second
motion information) by using an average of the values of a
plurality of heartbeats in order to reduce the influence of the
fluctuation of the heartbeats.

The type and the output form of the cardiac wall motion
information are specified by an operator. The motion infor-
mation generating unit 17a generates the cardiac wall motion
information of the type specified by the operator, from the
first volume data group and the second volume data group.
Specifically, the motion information generating unit 17a gen-
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erates the same type of the first motion information and the
second motion information. Furthermore, the motion infor-
mation generating unit 17a generates and outputs the first
motion information and the second motion information,
which are the temporal change information, in the specified
output form.

The temporal change curve of the intracavity volume, the
information on the regional cardiac wall motion, and the
information on the overall cardiac wall motion based on the
information on the regional cardiac wall motion are temporal
change information. Specifically, when the type of the cardiac
wall motion information is “the temporal change curve ofthe
intracavity volume”, “the information on the regional cardiac
wall motion”, or “the information on the overall cardiac wall
motion based on the information on the regional cardiac wall
motion”, the motion information generating unit 17a gener-
ates the first motion information and the second motion infor-
mation as the temporal change information that is made up of
a plurality of measured values along the time axis and that
indicates a temporal change in the cardiac wall motion. How-
ever, as described above, the first volume data group and the
second volume data group are collected in a different period
of time. That is, the timing of collecting each volume data
group is not the same. Furthermore, the setting of a needed
angle of view may be different between imaging of the left
side of the heart and imaging of the right side of the heart.
Therefore, there may be fluctuation in the cardiac phase cor-
responding to each volume data (frame) between the volume
data groups. Even if each volume data group is obtained at the
completely same heart rate, when the setting of the angle of
view is different between the imaging of the left side of the
heart and the imaging of the right side of the heart, a frame-
rate setting may vary, resulting in a difference in the cardiac
phase corresponding to each frame between the volume data
groups.

However, to accurately evaluate interventricular dyssyn-
chrony or interatrial dyssynchrony, the cardiac phases in an
analysis result related to both of the volume data groups, i.e.,
the cardiac phases in the first motion information and the
second motion information that are the temporal change
information, need to be associated with each other in a syn-
chronous manner.

Therefore, when the first motion information and the sec-
ond motion information generated by the motion information
generating unit 17a are to be displayed on the monitor 2, and
if the first motion information and the second motion infor-
mation to be displayed are the temporal change information,
the control unit 18 illustrated in FIG. 1 controls to display of
first correction information and second correction informa-
tion that are obtained by correcting the first motion informa-
tion and the second motion information, which are displaying
objects, such that they are substantially synchronized with
each other in accordance with a cardiac phase. Specifically,
the motion information generating unit 17a generates the first
correction information and the second correction information
by correcting the first motion information and the second
motion information, which are the displaying objects, so as to
be substantially synchronized with each other on the basis of
a cardiac phase, under the control by the control unit 18.

More specifically, the motion information generating unit
17a generates the first correction information and the second
correction information by a first interpolation method or a
second interpolation method explained below, under the con-
trol by the control unit 18.

The first interpolation method will be explained below.
FIG. 5 is a diagram for explaining the first interpolation
method performed by the motion information generating
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unit. In one example illustrated in FIG. 5, the first motion
information and the second motion information, which are
the temporal change information, are represented as data 1
and data 2, respectively (see the upper diagram in FIG. 5).
Furthermore, in one example illustrated in FIG. 5, a frame
interval of the first volume data group is denoted by “dT1”
and a frame interval of the second volume data group is
denoted by “dT2 (dT2<dT1)” (see the upper diagram in FIG.
5).

When performing the first interpolation method, the
motion information generating unit 17a sets, as an origin, a
measured value corresponding to a reference cardiac phase
that is set in advance, from among the measured values con-
tained in each motion information, thereby aligning start
points of the first motion information and the second motion
information that are the temporal change information.

For example, when an R-wave phase is set as the reference
cardiac phase, the motion information generating unit 174
aligns the start points of the data 1 and the data 2 in accor-
dance with the R-wave phase as illustrated in the lower dia-
gram in FIG. 5. It is possible to set a P-wave phase, which is
an origin of the atrial contraction, as the reference cardiac
phase.

The motion information generating unit 17a then interpo-
lates a measured value of one motion information at an
elapsed time from the start point of the measured values
contained in the other motion information, by using a mea-
sured value that is measured near the elapsed time in the one
motion information. Consequently, the motion information
generating unit 17a generates the first correction information
and the second correction information.

For example, the motion information generating unit 174
sets the data 1 having a long frame interval as an interpolation
object. The motion information generating unit 174 interpo-
lates a measured value of the data 1 at an elapsed time from
the R-wave phase (start point) of the measured values con-
tained in the data 2, by using a measured value that is mea-
sured near the elapsed time in the data 1 (see a dashed-line
circle shown in the lower diagram in FIG. 5). Consequently,
the motion information generating unit 174 generates correc-
tion data of the data 1, in which the data interval is changed to
the temporal resolution of “dT2” similarly to the data 2 (see
black circles shown in the lower diagram in FI1G. 5).

On the other hand, when performing the second interpola-
tion method, the motion information generating unit 17a
relatively adjusts durations between the reference cardiac
phases, between the first motion information and the second
motion information that are the temporal change information.
Specifically, in the second interpolation method, the cardiac
phases are matched with each other by using the systole. For
example, in the second interpolation method, as illustrated in
FIG. 6, because an Aortic Valve Close (AVC) phase is at a
boundary between the ventricular systole and the ventricular
diastole, the AVC time is defined as 100% separately for each
of the first motion information and the second motion infor-
mation. In the second interpolation method, it is possible to
define the duration between the R-wave phases or between
the P-wave phases, that is, one cardiac cycle, as 100%.

Then, the motion information generating unit 17a interpo-
lates measured values at a plurality of relative elapsed times
that are obtained by dividing the relatively-adjusted duration
between the reference cardiac phases by a predetermined
interval, by using a measured value that is measured near each
of the relative elapsed times in each of the first motion infor-
mation and the second motion information. Consequently, the
motion information generating unit 17a generates the first
correction information and the second correction informa-
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tion. More specifically, the motion information generating
unit 17a divides the duration between the reference cardiac
phases, which is relatively adjusted as 100%, by a valuein a
range “from 1% to 5%”. For example, as illustrated in FIG. 6,
the motion information generating unit 174 divides the AVC
time of 100% into relative elapsed times by 5%.

Thereafter, as illustrated in FIG. 6, the motion information
generating unit 17a obtains measured values at respective
relative elapsed times at intervals of 5% in the first motion
information for the duration of about 200% (or about 300%),
though the interpolation using a plurality of measured values
that are measured near the relative elapsed times. Similarly,
the motion information generating unit 174 obtains measured
values at respective relative elapsed times at intervals of 5% in
the second motion information, though the interpolation
using a plurality of measured values that are measured near
the relative elapsed times.

To convert the relative elapsed time (%) to the absolute
time (milliseconds), the motion information generating unit
17a multiples the relative elapsed time (%) by “AVC time/
100” that is obtained when the first volume data is captured or
“AVC time/100” that is obtained when the second volume
data is captured.

In this manner, the motion information generating unit 17a
generates the first correction information and the second cor-
rection information by correcting the first motion information
and the second motion information, which are the temporal
change information, such that they are substantially synchro-
nized with each other in accordance with the cardiac phase,
through the first interpolation method or the second interpo-
lation method.

The control unit 18 controls so that the first correction
information and the second correction information generated
by the motion information generating unit 17« are displayed
on the monitor 2. Specifically, the motion information gener-
ating unit 17a generates a motion information image, in
which the first correction information and the second correc-
tion information are arranged along the time axis such that
time phases are aligned on the basis of a predetermined car-
diac phase. More specifically, the motion information image
is a graph or a distribution image as explained below. The
control unit 18 controls so that the motion information image
is displayed on the monitor 2.

The first correction information and the second correction
information to be displayed under the control by the control
unit 18 will be explained below.

First, a case will be explained that the temporal change
curve is displayed. The motion information generating umt
17a generates two graphs by separately plotting the first cor-
rection information and the second correction information
along the time axis, under the control by the control unit 18.
Specifically, the motion information generating unit 17a gen-
erates a plurality of temporal change curves as the first cor-
rection information and the second correction information
and generates the motion information image by arranging the
graphs such that the time phases of the temporal change
curves are aligned. Then, the control unit 18 controls display
of the two graphs generated by the motion information gen-
erating unit 17a side by side. When the first correction infor-
mation and the second correction information that are the
information on the regional cardiac wall motion are to be
displayed as the temporal change curves, because each of the
first correction information and the second correction infor-
mation is made up of a plurality of pieces of information on
the cardiac wall motion in a regional region, it is desirable to
display separate graphs side by side.
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Alternatively, the motion information generating unit 17a
generates one graph by collectively plotting the first correc-
tion information and the second correction information along
the time axis, under the control by the control unit 18. Spe-
cifically, the motion information generating unit 17a genet-
ates a plurality of temporal change curves as the first correc-
tion information and the second correction information and
superimposes the temporal change curves in one graph,
thereby generating a plurality of temporal change curves as
the first correction information and the second correction
information that form the motion information image. Then,
the control unit 18 controls display of the one graph generated
by the motion information generating unit 17a. For example,
when “the temporal change curve of the intracavity volume”
or “the information on the overall cardiac wall motion based
on the information on the regional cardiac wall motion” is to
be displayed as the temporal change curve, because the first
correction information and the second correction information
facilitate determination of the interventricular synchrony or
the interatrial synchrony, it is desirable to display the infor-
mation collectively in one graph.

Furthermore, when a plurality of temporal change curves
of the intracavity volume or a plurality of pieces of the infor-
mation on the overall cardiac wall motion based on the infor-
mation on the regional cardiac wall motion are selected as
displaying objects, a plurality of pairs of the first correction
information and the second correction information are gen-
erated. In this case, it may be possible to generate and display
one graph for each pair of the correction information or gen-
erate and display a graph in which the temporal change curves
for the respective pairs of the correction information are gath-
ered. FIG. 7 is a diagram for explaining one example of the
temporal change curves thatare displayed in the embodiment.

For example, the motion information generating unit 17a
generates a motion information image as one graph, in which
temporal change curves of the intracavity volumes of the left
ventricle and the right ventricle (see dashed lines in FIG. 7)
and temporal change curves of the overall myocardial strain
in the longitudinal direction in the left ventricle and the right
ventricle (see solid lines in FIG. 7) are gathered. As illustrated
in FIG. 7, the motion information generating unit 17¢ may
generate an image, in which ECG adjusted to the time axis of
the graph is combined with the graph, as a motion information
image. The control unit 18 controls display of the motion
information image illustrated in FIG. 7 on the monitor 2.

The control unit 18 may display a value that is to be an
index for determining the interventricular synchrony or the
interatrial synchrony. Specifically, the calculating unit 175
illustrated in F1G. 1 calculates a difference between an extre-
mum contained in the first correction information and an
extremum contained in the second correction information.
More specifically, the calculating unit 175 calculates a tem-
poral difference between a time point corresponding to an
extremum of the measured values contained in the first cor-
rection information and a time point corresponding to an
extremum of the measured values contained in the second
correction information. Then, the control unit 18 controls so
that the temporal difference calculated by the calculating unit
174 is displayed on the monitor 2, in addition to the motion
information image.

For example, as illustrated in FIG. 8, the calculating unit
17b calculates a temporal difference “dT™ between a time
point corresponding to the minimum value on the temporal
change curve of the intracavity volume of the left ventricle
and a time point corresponding to the minimum value on the
temporal change curve of the intracavity volume of the right
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ventricle. Then, the control unit 1B controls display of the
temporal difference “dT” on the graph in a superimposed
manner.

A case will be explained that a distribution image is dis-
played as the motion information image. As described above,
the distribution image is used to output the information on the
regional cardiac wall motion. The motion information gener-
ating unit 17a generates a first distribution image group, in
which the information on the regional cardiac wall motion in
the first correction information is mapped along the time axis,
under the control by the control unit 18. Furthermore, the
motion information generating unit 17a generates a second
distribution image group, in which the information on the
regional cardiac wall motion in the second correction infor-
mation is mapped along the time axis, under the control by the
control unit 18.

Thereafter, the control unit 18 controls display of moving
images of the first distribution image group and the second
distribution image group such that they are substantially syn-
chronized with the cardiac phase. FIG. 9 and FIG. 10 are
diagrams for explaining examples of the distribution images
that are displayed in the embodiment.

For example, as illustrated in FIG. 9, the motion informa-
tion generating unit 17a converts a value of the cardiac wall
motion information obtained in each regional region in the
first correction information to a color and thereafter generates
the first distribution image group by mapping the color to a
surface rendering image of the surface of the inner mem-
brane. Similarly, the motion information generating unit 17a
generates the second distribution image group by mapping
the second correction information to a surface rendering
image of the surface of the inner membrane. Alternatively, as
illustrated in FIG. 10 for example, the motion information
generating unit 17a converts a value of the cardiac wall
motion information obtained in each regional region in the
first correction information to a color and thereafter generates
the first distribution image group by mapping the color to a
Polar-map. Similarly, the motion information generating unit
17a generates the second distribution image group by map-
ping the second correction information to a Polar-map.

FIG. 11 is a diagram for explaining an example of an
information layout that is displayed in the embodiment. For
example, at the time of determination before CRT (Pre-CRT),
the first distribution image group, in which the information on
the regional cardiac wall motion of the left ventricle is
mapped to the surface rendering image, is displayed as a
three-dimensional moving image in an upper left region on
the monitor 2 (see “3D display of LV in the figure), under the
control by the control unit 18. Furthermore, the second dis-
tribution image group, in which the information on the
regional cardiac wall motion of the right ventricle is mapped
to the surface rendering image, is displayed as a three-dimen-
sional moving image in an upper right region on the monitor
2 (see “3D display of RV” in the figure), under the control by
the control unit 18. Moreover, the temporal change curves
(graph) illustrated in FIG. 7 or FIG. 8 are displayed in a lower
half region on the monitor 2 (see “Graph of LV & RV) in the
figure). The motion information generating unit 17a sepa-
rately generates the first distribution image group, the second
distribution image group, and the graph, and thereafter lay-
outs them in three regions as illustrated by example in FIG.
11, thereby generating the motion information image.

A process performed by the ultrasound diagnosis apparatus
according to the embodiment will be explained below with
reference to FIG. 12. FIG. 12 is a flowchart for explaining the
process performed by the ultrasound diagnosis apparatus
according to the embodiment. In the following, a process
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performed after the first volume data group and the second
volume data group are stored in the image memory 15 will be
explained.

As illustrated in FIG. 12, the ultrasound diagnosis appara-
tus according to the embodiment determines whether an
image processing request on the first volume data group and
the second volume data group is received from an operator via
the input device 3 (Step S101). When the image processing
request is not received (NO at Step S101), the ultrasound
diagnosis apparatus enters a standby state.

On the other hand, when the image processing request is
received (YES at Step S101), the motion information gener-
ating unit 17a performs a tracking process by using tracking
points that are set by the operator, thereby generating the first
motion information and the second motion information from
the first volume data group and the second volume data group,
respectively (Step S102).

The control unit 18 determines whether or not the motion
information to be displayed contains temporal change infor-
mation (Step S103). When the temporal change information
is not contained (NO at Step S103), the control unit 18 con-
trols display of the first motion information and the second
motion information on the monitor 2 (Step S107) and termi-
nates the process.

On the other hand, when the temporal change information
is contained (YES at Step S103), the motion information
generating unit 17a generates the first correction information
and the second correction information respectively from the
first motion information and the second motion information
that are the temporal change information, through the inter-
polation process, i.e., through one of the first interpolation
method and the second interpolation method (Step S104).

The calculating unit 175 calculates a temporal difference
from the same type of the first correction information and the
second correction information (Step S105). The control unit
18 controls display of the first correction information and the
second correction information on the monitor 2 together with
the temporal difference (Step S106) and terminates the pro-
cess. At Step S106, when information other than the temporal
change information is contained in the motion information to
be displayed, the control unit 18 also controls display of this
information.

As described above, according to the embodiment, the
motion information generating unit 17a generates the first
motion information, which is the information on the cardiac
wall motion in at least one of the left ventricle and the left
atrium, and the second motion information, which is the
information on the cardiac wall motion in at least one of the
right ventricle and the right atrium, respectively from the first
volume data group and the second volume data group which
are two volume data groups generated by three-dimension-
ally scanning a divided region of the heart of the subject P
including the left side of the heart and a divided region of the
heart of the subject P including the right side of the heart.

When the control unit 18 displays the first motion infor-
mation and the second motion information generated by the
motion information generating unit 17a on a predetermined
display unit, and if the first motion information and the sec-
ond motion information to be displayed are the temporal
change information that indicates a temporal change in the
cardiac wall motion and that is made up of a plurality of
measured values along the time axis, the control unit 18
controls display of the first correction information and the
second correction information that are obtained by correcting
the first motion information and the second motion informa-
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tion, which are displaying objects, such that they are substan-
tially synchronized with each other in accordance with a
cardiac phase.

Specifically, according to the embodiment, it is possible to
collect the first volume data group and the second volume
data group at the spatial resolution and the temporal resolu-
tion that are optimal to each of the left side of the heart and the
right side of the heart. Furthermore, according to the embodi-
ment, it is possible to generate the first motion information
and the second motion information respectively from the first
volume data group and the second volume data group, each of
which has the optimal spatial resolution and the optimal tem-
poral resolution. Moreover, according to the embodiment, it
is possible to simultaneously display the first motion infor-
mation and the second motion information, which are the
temporal change information, in such a manner that they are
synchronized with the cardiac phase. That is, according to the
embodiment, it is possible to three-dimensionally analyze the
degree of interventricular or interatrial synchrony of the car-
diac functions or the cardiac wall motion, in addition to the
degree of left ventricular synchrony.

Therefore, according to the embodiment, it becomes pos-
sible to precisely and three-dimensionally analyze a differ-
ence in the interventricular wall motion synchrony, the intera-
trial wall motion synchrony, and the atrioventricular wall
motion synchrony. In particular, in the dyssynchrony diagno-
sis for the application of CRT, a doctor can accurately evalu-
ate a time lag (the degree of dyssynchrony) ofthe wall motion
phase between the ventricles. Furthermore, according to the
embodiment, a doctor can accurately set the atrioventricular
delay time or the ventricular delay time of'a CRT device. For
example, a doctor can accurately make initial settings of the
atrioventricular delay time or the ventricular delay time of the
CRT device at the beginning of therapy or can accurately
re-set the atrioventricular delay time and the ventricular delay
time of the CRT device after evaluating the effect of the
therapy.

Furthermore, according to the embodiment, the calculating
unit 175 calculates a temporal difference between a time point
corresponding to the extremum of the measured values con-
tained in the first correction information and a time point
corresponding to the extremum of the measured values con-
tained in the second correction information, and the control
unit 18 controls display of the temporal difference on the
monitor 2. Therefore, according to the embodiment, a doctor
can easily set the atrioventricular delay time and the ventricu-
lar delay time of the CRT device.

Moreover, according to the embodiment, the motion infor-
mation generating unit 17a performs the first interpolation
method. Specifically, the motion information generating unit
17a sets, as an origin, a measured value corresponding to the
reference cardiac phase that is set in advance, from among the
measured values contained in each motion information,
thereby aligning the start points of the first motion informa-
tion and the second motion information that are the temporal
change information. Thereafter, the motion information gen-
erating unit 17a interpolates a measured value of one motion
information at an elapsed time from the start point of the
measured values contained in the other motion information,
by using a measured value that is measured near the elapsed
time in the one motion information, thereby generating the
first correction information and the second correction infor-
mation. That is, according to the embodiment, it becomes
possible to generate the first correction information and the
second correction information that are substantially synchro-
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nized with the cardiac phase, in accordance with, for
example, the motion information with high temporal resolu-
tion.

Alternatively, according to the embodiment, the motion
information generating unit 17a performs the second inter-
polation method. Specifically, the motion information genet-
ating unit 17a relatively adjusts the durations between the
reference cardiac phases, between the first motion informa-
tion and the second motion information that are the temporal
change information; and thereafter interpolates measured
values at a plurality of relative elapsed times that are obtained
by dividing the relatively-adjusted duration between the ref-
erence cardiac phases by a predetermined interval, by using a
measured value that is measured near each of the relative
elapsed times in each of the first motion information and the
second motion information. Specifically, according to the
embodiment, the first motion information and the second
motion information are normalized in accordance with “a
clock of the heart”, and thereafter the first correction infor-
mation and the second correction information which have the
same temporal resolution and in which the cardiac phases are
substantially synchronized with each other are generated.

Furthermore, according to the embodiment, the motion
information generating unit 17a generates the first motion
information and the second motion information by tracking
the tracking points set on the myocardial tissue visualized in
each volume data, on the basis of a speckle pattern. Therefore,
according to the embodiment, it is possible to easily generate
the first motion information and the second motion informa-
tion by using well-known techniques.

Moreover, according to the embodiment, the motion infor-
mation generating unit 17a generates two graphs by sepa-
rately plotting the first correction information and the second
correction information along the time axis, and the control
unit 18 controls to display of the two graphs side by side.
Alternatively, the motion information generating unit 17a
generates one graph by collectively plotting the first correc-
tion information and the second correction information along
the time axis, and the control unit 18 controls to display ofone
graph.

Specifically, according to the embodiment, when, for
example, the first correction information and the second cor-
rection information that are the information on the regional
cardiac wall motion are to be displayed as the temporal
change curves, it is possible to display them in separate
graphs that are arranged side by side. Furthermore, according
to the embodiment, when, for example, the temporal change
curves of the intracavity volumes or the information on the
overall cardiac wall motion based on the information on the
regional cardiac wall motion is to be displayed as the tempo-
ral change curve, it is possible to collectively display them in
one graph. Therefore, according to the embodiment, a doctor
can select an optimal display form depending on the charac-
teristics of the temporal change information to be displayed.

Moreover, according to the embodiment, the motion infor-
mation generating unit 17¢ generates, as the first motion
information and the second motion information, the informa-
tion related to the volume of at least one of a ventricle and an
atrium. The motion information generating unit 17a gener-
ates, as the first motion information and the second motion
information, the overall strain, the overall strain rate, the
overall displacement of myocardial tissue, or the overall dis-
placement velocity of myocardial tissue of at least one of the
ventricle and the atrium. Moreover, the motion information
generating unit 17a generates, as the first motion information
and the second motion information, the regional strain, the
regional strain rate, the regional displacement of myocardial
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tissue, or the regional displacement velocity of myocardial
tissue of at least one of the ventricle and the atrium. Therefore,
according to the embodiment, it is possible to exhaustively
provide a doctor with various indices of three-dimensional
analysis of the cardiac wall motion.

The ultrasound diagnosis apparatus according to the
embodiment may be implemented as the following two modi-
fications.

A first modification will be explained below. For example,
if the above processes are performed on a first volume data
group and a second volume data group that are captured after
CRT (Post-CRT), it becomes possible to easily evaluate the
effect of CRT. However, when evaluating the effect of CRT, it
is desirable to simultaneously refer to information on pro-
cesses performed on a first volume data group and a second
volume data group that are captured before CRT (Pre-CRT).

Therefore, in the first modification, in which a plurality of
pairs of volume data, each of which is a pair of the first volume
data group and the second volume data group, are formed by
performing three-dimensional scanning at a plurality of dif-
ferent times, the motion information generating unit 17a pet-
forms the following process. Specifically, the motion infor-
mation generating unit 17a generates correction information
pairs, each of which is formed of the first correction informa-
tion and the second correction information, for the respective
pairs of the volume data, and generates motion information
image pairs from the correction information pairs. Thereafter,
the control unit 18 controls to display of the motion informa-
tion image pairs generated by the motion information gener-
ating unit 17a on the monitor 2 side by side. FIG. 13 and FIG.
14 are diagrams for explaining the first modification of the
embodiment.

For example, each of the motion information image based
on the correction information before CRT (Pre-CRT) and the
motion information image based on the correction informa-
tion after CRT (Post-CRT) is arranged in the layout as illus-
trated by example in FIG. 11. However, the first distribution
image group, the second distribution image group, and the
temporal change curve that are the correction information
before CRT (Pre-CRT) are displayed in the left half region of
the monitor 2 as illustrated in FIG. 13. Furthermore, the first
distribution image group, the second distribution image
group, and the temporal change curve that are the correction
information after CRT (Post-CRT) are displayed on the right
half region of the monitor 2 as illustrated in FIG. 13.

Alternatively, as illustrated in FIG. 14, the control unit 18
controls to display of a graph, in which a regional strain in the
radial direction (radial-strain) in the left ventricle before CRT
is plotted, and a graph, in which a regional strain in the radial
direction (radial-strain) in the left ventricle after CRT is plot-
ted, side by side.

Therefore, according to the first modification, a doctor can
easily recognize the degree of improvement in the interven-
tricular dyssynchrony or the interatrial dyssynchrony before
and after the therapy. Consequently, it is possible to effec-
tively evaluate the effect of the therapy.

A second modification will be explained below. As
described above, the first volume data group and the second
volume data group are groups of data collected from the left
side of the heart and the right side of the heart with the optimal
spatial resolution and the optimal temporal resolution. There-
fore, in the second modification, the motion information gen-
erating unit 17a generates the first motion information or the
second motion information by taking one of the first volume
data group and the second volume data group as a processing
object. The control unit 18 controls to display of the first
motion information or the second motion information gener-
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ated by the motion information generating unit 17a on the
monitor 2. Even in the second modification, the calculating
unit 175 may calculate a temporal difference between the
extremum on the temporal change curve of the left ventricle
and the extremum on the temporal change curve of the left
atrium or a temporal difference between the extremum on the
temporal change curve of the right ventricle and the extre-
mum on the temporal change curve of the right atrium. Fur-
thermore, even in the second modification, it is possible to
display pieces of motion information obtained before and
after CRT, side by side.

That is, in the second modification, it is possible to com-
pare and determine the synchrony between the left ventricle
and the left atrium or the synchrony between the right ven-
tricle and the right atrium without performing the interpola-
tion process.

Consequently, in the second modification, it becomes par-
ticularly possible to three-dimensionally analyze a difference
in atrioventricular cardiac functions or a difference in the
timing of atrioventricular wall motion. In particular, a doctor
can accurately evaluate a time lag (the degree of dyssyn-
chrony) of the wall motion phase between the atrium and
ventricle when diagnosing the dyssynchrony for the applica-
tion of CRT.

In the above embodiments, a case has been explained that
the ultrasound diagnosis apparatus performs the processes on
the volume data groups. However, there may be a case that an
image processing apparatus that is installed independent of
the ultrasound diagnosis apparatus performs the processes on
the above-mentioned volume data groups. Specifically, there
may be a case that an image processing apparatus provided
with the volume-data processing unit 17 and a display control
function of the control unit 18 illustrated in FIG. 1 receives
two volume data groups that have been received from the
ultrasound diagnosis apparatus, a PACS database, or a data-
base of an electronic health chart system and thereafter per-
forms the above-mentioned image processing.

Each of the components of the apparatuses depicted in the
drawings is based on a functional concept and does not nec-
essarily need to be physically configured as depicted in the
drawings. Specific forms of disintegration and integration of
each of the apparatuses and devices are not limited to the one
depicted in the drawings. It is possible that all or some of the
apparatuses and devices be functionally or physically disin-
tegrated or integrated into any part depending on load or
usage. For example, the correction information generation
process and the motion information image generation process
performed by the motion information generating unit 17a
may be performed by a processing unit that is different form
the motion information generating unit 17a. The image pro-
cessing method explained in the embodiments may be imple-
mented by causing a computer, such as a personal computer
or a workstation, to execute an image processing program that
is prepared in advance. The image processing program can be
distributed via a network, such as the Internet. The image
processing program may be stored in a computer-readable
recording medium, such as a hard disk, a flexible disk (FD), a
CD-ROM, an MO, or a DVD, so that the computer can read
out and execute the programs from these media.

As described above, according to the embodiments, it is
possible to three-dimensionally and precisely analyze a dif-
ference in the interventricular wall motion synchrony, the
interatrial wall motion synchrony, and the atrioventricular
wall motion synchrony.

While certain embodiments have been described, these
embodiments have been presented by way of examples only,
and are not intended to limit the scope of the invention.
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Indeed, the novel embodiments described herein may be
embodied in a variety of other forms; furthermore, various
omissions, substitutions, and changes in the form of the appa-
ratus and method described herein may be made without
departing from the spirit of the invention. The accompanying
claims and their equivalents are intended to cover such forms
or modifications as would fall within the scope and spirits of
the invention.

What is claimed is:

1. An ultrasound diagnosis apparatus comprising:

an image generating unit configured to obtain a first vol-
ume data group including a region related to a left side of
a heart of a subject and a second volume data group
including a region related to a right side of the heart from
volume data that is generated by three-dimensionally
scanning the heart of the subject with an ultrasound
wave for a duration of one or more heartbeats;

a motion information generating unit configured to

generate first motion information on cardiac wall motion of
at least one ofaleft ventricle and a left atrium and second
motion information on cardiac wall motion of at least
one of a right ventricle and aright atrium, each of the first
motion information and the second motion information
being temporal change information that is made up of a
plurality of measured values along a time axis and that
indicates temporal change in cardiac wall motion, on the
basis of the first volume data group and the second
volume data group,

generate first correction information and second correction
information by correcting the first motion information
and the second motion information that are displaying
objects such that the first motion information and the
second motion information are synchronized with each
other on the basis of a cardiac phase, and

generate a motion information image in which the first
correction information and the second correction infor-
mation are arranged along the time axis such that time
phases of the first correction information and the second
correction information are aligned on the basis of a
predetermined cardiac phase; and

a display controlling unit configured to control so that the
motion information image is displayed on a predeter-
mined display unit.

2. The ultrasound diagnosis apparatus according to claim

1, wherein

the motion information generating unit is configured to
generate a plurality of temporal change curves as the first
correction information and the second correction infor-
mation, and generate the motion information image by
arranging a plurality of graphs such that time phases of
the temporal change curves are aligned.

3. The ultrasound diagnosis apparatus according to claim

1, wherein

the motion information generating unit is configured to
generate a plurality of temporal change curves as the first
correction information and the second correction infor-
mation, and generate the motion information image by
superimposing the temporal change curves in one graph.

4. The ultrasound diagnosis apparatus according to claim

1, further comprising:

a calculating unit configured to calculate a temporal differ-
ence between an extremum contained in the first correc-
tion information and an extremum contained in the sec-
ond correction information, wherein

the display control unit is configured to control so that the
temporal difference calculated by the calculating unit is
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displayed on the predetermined display unit, in addition
to the motion information image.
5. The ultrasound diagnosis apparatus according to claim
1, wherein
the motion information generating unit is configured to set,
as an origin, a measured value corresponding to a refer-
ence cardiac phase thatis set in advance, from among the
measured values contained each of the first motion infor-
mation and the second motion information, thereby
aligning start points of the first motion information and
the second motion information that are the temporal
change information, and interpolate a measured value of
one of the first motion information and the second
motion information at an elapsed time from the start
point of the measured values contained in other one of
the first motion information and the second motion
information, by using a measured value that is measured
near the elapsed time in the one of the first motion
information and the second motion information, thereby
generating the first correction information and the sec-
ond correction information.
6. The ultrasound diagnosis apparatus according to claim
1, wherein
the motion information generating unit is configured to
relatively adjust durations between reference cardiac
phases, between the first motion information and the
second motion information that are the temporal change
information, and interpolate measured values at a plu-
rality of relative elapsed times that are obtained by divid-
ing the relatively-adjusted duration between the refer-
ence cardiac phases by a predetermined interval, by
using a measured value that is measured near each of the
relative elapsed times in each of the first motion infor-
mation and the second motion information, thereby gen-
erating the first correction information and the second
correction information.
7. The ultrasound diagnosis apparatus according to claim
1, wherein
the motion information generating unit is configured to
track tracking points that are set on myocardial tissue
that is visualized in each volume data, on the basis of a
speckle pattern, thereby generating the first motion
information and the second motion information.
8. The ultrasound diagnosis apparatus according to claim
1, wherein
the motion information generating unit is configured to
generate information related to a volume of at least one
of a ventricle and an atrium, as the first motion informa-
tion and the second motion information.
9. The ultrasound diagnosis apparatus according to claim
1, wherein
the motion information generating unit is configured to
generate an overall area change ratio, a temporal change
rate of the overall area change ratio, overall strain, an
overall strain rate, an overall displacement of myocar-
dial tissue, or a velocity of the overall displacement of
the myocardial tissue of at least one of a ventricle and an
atrium, as the first motion information and the second
motion information.
10. The ultrasound diagnosis apparatus according to claim
1, wherein
the motion information generating unit is configured to
generate a regional area change ratio, a temporal change
rate of the regional area change ratio, regional strain, a
regional strain rate, a regional displacement of myocar-
dial tissue, or a velocity of the regional displacement of
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the myocardial tissue of at least one of a ventricle and an
atrium, as the first motion information and the second
motion information.

11. The ultrasound diagnosis apparatus according to claim

1, wherein

the image generating unit is configured to generate a plu-
rality of pairs of volume data, each of which is a pair of
the first volume data group and the second volume data
group, by performing three-dimensional scanning on a
site of a same subject at a plurality of different times,

the motion information generating unit is configured to
generate correction information pairs, each of which is
formed of the first correction information and the second
correction information, for the respective pairs of the
volume data, and generates motion information image
pairs from the correction information pairs, and

the display controlling unit is configured to control so that
the motion information image pairs generated by the
motion information generating unit are displayed on the
predetermined display unit side by side.

12. The ultrasound diagnosis apparatus according to claim

1, wherein

the motion information generating unit is configured to
generate one of the first motion information and the
second motion information by taking one of the first
volume data group and the second volume data group as
a processing object, and

the display controlling unit is configured to control so that
one of the first motion information and the second
motion information generated by the motion informa-
tion generating unit is displayed on the predetermined
display unit.

13. An image processing apparatus comprising:

a motion information generating unit configured to

generate first motion information on cardiac wall motion of
at least one ofaleft ventricle and a leftatrium and second
motion information on cardiac wall motion of at least
one of a right ventricle and aright atrium, each of the first
motion information and the second motion information
being temporal change information that is made up of a
plurality of measured values along a time axis and that
indicates temporal change in cardiac wall motion, on the
basis of a first volume data group including a region
related to a left side of a heart of a subject and a second
volume data group including a region related to a right
side of the heart, each of the first volume data group and
the second volume data group being obtained from vol-
ume data that is generated by three-dimensionally scan-
ning the heart of the subject with an ultrasound wave for
a duration of one or more heartbeats,

generate first correction information and second correction
information by correcting the first motion information
and the second motion information that are displaying
objects such that the first motion information and the
second motion information are synchronized with each
other on the basis of a cardiac phase, and

generate a motion information image in which the first
correction information and the second correction infor-
mation are arranged along the time axis such that time
phases of the first correction information and the second
correction information are aligned on the basis of a
predetermined cardiac phase; and

a display controlling unit configured to control so that the
motion information image is displayed on a predeter-
mined display unit.
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14. An image processing method comprising:

generating, by a motion information generating unit, first
motion information on cardiac wall motion of at least
one of a left ventricle and a left atrium and second
motion information on cardiac wall motion of at least
one of aright ventricle and aright atrium, each of the first
motion information and the second motion information
being temporal change information that is made up of a
plurality of measured values along a time axis and that
indicates temporal change in cardiac wall motion, on the
basis of a first volume data group including a region
related to a left side of a heart of a subject and a second
volume data group including a region related to a right

10

side of the heart, each of the first volume data group and 15

the second volume data group being obtained from vol-
ume data that is generated by three-dimensionally scan-
ning the heart of the subject with an ultrasound wave for
a duration of one or more heartbeats;

28

generating, by the motion information generating unit, first
correction information and second correction informa-
tion by correcting the first motion information being a
displaying object and the second motion information
being a displaying object in such a manner that the first
motion information and the second motion information
are synchronized with each other on the basis of a car-
diac phase;

generating, by the motion information generating unit, a
motion information image in which the first correction
information and the second correction information are
arranged along the time axis such that time phases of the
first correction information and the second correction
information are aligned on the basis of a predetermined
cardiac phase; and

controlling, by a display controlling unit, so that the motion
information image is displayed on a predetermined dis-
play unit.
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