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ULTRASONIC IMAGING APPARATUS AND
PROJECTION IMAGE GENERATING
METHOD

TECHNICAL FIELD

The present invention relates to an ultrasonic imaging
apparatus and a projection image generating method, and
particularly to a technique suitable for generating a three-
dimensional ultrasonic image.

BACKGROUND ART

An ultrasonic imaging apparatus transmits/receives ultra-
sonic waves to/from an object being examined through an
ultrasonic probe, and reconstructs and displays an ultrasonic
image (for example, grayscale tomographic image, a color
blood stream image) of the object being examined on the
basis of a reflection echo signal output from the ultrasonic
probe. A noninvasive and real-time diagnosis of an image
pickup site can be performed on the basis of such an ultra-
sonic image.

In the ultrasonic imaging apparatus as described above,
three-dimensional tomographic image data (hereinafter
referred to as tomogram volume data) and three-dimensional
Doppler image data (hereinafter referred to as Doppler image
volume data) are obtained on the basis of the reflection echo
signal output from the ultrasonic probe, and a tissue projec-
tion image generated from the obtained tomogram volume
data and a Doppler projection image generated from the Dop-
pler image volume data are combined with each other and
displayed. On the basis of this composite image, for example,
the positional relationship between a blood vessel and tissues
around the blood vessel is grasped, and the state of a nutrient
vessel of a cancer tissue is recognized from the positional
relationship, whereby it is judged whether the cancer tissue is
protopathic or metastatic (for example, see Patent Document
D).

Patent Document 1: see U.S. Pat. No. 6,280,387

However, when a tissue projection image and a Doppler
projection image are combined and displayed as in the case of
the Patent Document 1, an image at the point-of-view side of
a diagnosing person is preferentially displayed, and thus a
part of the Doppler projection image may hide in the tissue
projection image. Accordingly, in order to surely grasp the
stereoscopic positional relationship between the blood vessel
and the tissues around the blood vessel (for example, the
penetration state of the blood vessel through the tissues), it is
necessary to carry out an operation of rotating the display
angle of the composite image or remove unnecessary image
data from the composite image, and thus there is a problem
that this device is inconvenient.

Furthermore, when the tissue projection image and the
Doppler projection image are displayed in superposition with
each other while varying the composition rate between the
tissue projection image and the Doppler projection image, the
brightness of the respective images is equally changed in
connection with the change of the composition rate, and thus
it is difficult to grasp, from the displayed composite image,
the stereoscopic positional relationship between the blood
vessel and the tissue around the blood vessel, for example, the
overlap condition of the respective images when viewed from
the projection direction, depth feel in the projection direction
in the overlap area, etc.

DISCLOSURE OF THE INVENTION

A problem of the present invention is to generate a three-
dimensional ultrasonic image with which the positional rela-
tionship of tissues can be surely grasped.
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In order to solve the above problem, an ultrasonic imaging
apparatus according to the present invention comprises: an
ultrasonic probe (10) for transmitting/receiving ultrasonic
waves to/from an object being examined; transmission means
(12) for supplying a driving signal to the ultrasonic probe
(10); reception means (14) for receiving a reflection echo
signal output from the ultrasonic probe (10); signal process-
ing means (18, 20) for subjecting the reflection echo signal
output from the reception means to signal processing; volume
data generating means (19, 21) for generating first volume
data and second volume data on the basis of the signal-
processed reflection echo signal; storage means (26) for stor-
ing the two volume data; and projection image generating
means (28) for generating a first projection image on the basis
of rendering processing of the first volume data and generat-
ing a second projection image on the basis of rendering pro-
cessing of the second volume data, wherein the projection
image generating means generates the first projection image
onthebasis of at least parts of the first volume data and second
volume data, and generates the second projection image on
the basis of at least parts of the second volume data and the
first volume data.

In order to solve the problem, according to the present
invention, a method of generating a projection image com-
prises a first accumulating step of accumulating plural first
two-dimensional image data; a first three-dimensional imag-
ing step of generating first volume data from the plural first
two-dimensional image data; a second accumulating step of
accumulating plural second two-dimensional image data; a
second three-dimensional imaging step of generating second
volume data from the plural second two-dimensional image
data; a first projection step of generating a first projection
image by subjecting the first volume data to rendering pro-
cessing; and a second projection step of generating a second
projection image by subjecting the second volume data to
rendering processing, wherein the first projection step gener-
ates the first projection image on the basis of at least parts of
the first volume data and second volume data, and the second
projection step generates the second projection image on the
basis of at least parts of the second volume data and first
volume data.

According to this invention, the first projection image is
generated by adding the first three-dimensional image data
with the information of the second three-dimensional image
data, and thus the information on the overlap with the second
three-dimensional image data is reflected to brightness every
pixel. Accordingly, by referring to the shading (grayscale) of
the first projection image, the overlap condition with the
second three-dimensional image data can be grasped, and a
stereoscopic and effective diagnosis can be easily performed.

Likewise, the second projection image is generated by
adding the second three-dimensional image data with the
information of the first three-dimensional image data, and
thus the information on the overlap with the first three-dimen-
sional image data is reflected to brightness every pixel.
Accordingly, by referring to the shading of the second pro-
jection image, the overlap condition with the first three-di-
mensional image data can be grasped, and a stereoscopic and
effective diagnosis can be easily performed.

According to the present invention, there can be generated
a three-dimensional ultrasonic image with which the posi-
tional relationship between tissues (for example, a blood ves-
sel and the surrounding area of the vessel) can be surely

grasped.
BRIEF DESCRIPTION OF THE DRAWINGS

[FIG. 1] is a diagram showing the construction of an ultra-
sonic wave imaging apparatus according to an embodiment to
which the present invention is applied.
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[FIG. 2] is a diagram showing the construction of a projec-
tion image generator 28 of FIG. 1.

[FIG. 3] is a diagram showing the operation of generating
a composite image.

[FIG. 4] is a diagram showing normal volume rendering
processing.

[FIG. 5] is a display example of a composite image 69
constructed by phantom.

[FIG. 6] is a diagram showing the relationship of introduc-
ing opacity from voxel values.

[FIG. 7] is a flowchart showing the processing flow of
determining a projection image and a composite image.

[FIG. 8] is a diagram showing an example of displaying
plural different color mapping tables and generating a com-
posite image on the basis of a selected map.

BEST MODES FOR CARRYING OUT THE
INVENTION

An embodiment of an ultrasonic imaging apparatus and a
projection image generating method to which the present
invention is applied will be described with reference to FIGS.
1 to 8. FIG. 1 is a diagram showing the construction of an
ultrasonic imaging apparatus of this embodiment.

As shown in FIG. 1, the ultrasonic imaging apparatus is
roughly divided into an image pickup processing system of
obtaining a three-dimensional ultrasonic image volume data
of an object being examined and a display processing system
of displaying the obtained three-dimensional ultrasonic
image volume data.

The imaging apparatus is equipped with an ultrasonic
probe 10 including plural vibrators that are arranged two-
dimensionally and transmit/receive ultrasonic waves to/from
an object being examined, a transmitter 12 for supplying a
driving signal to the ultrasonic probe 10, a receiver 14 for
receiving a reflection echo signal output from the ultrasonic
probe 10, and a phasing and adding portion 16 for phasing and
adding the reflection echo signal output from the receiver 14.
A tomogram system signal processor 18 and a tomogram
volume data generating portion 19 are provided as means of
acquiring the tomogram volume data on the basis of the
reflection echo signal output from the phasing and adding
portion 16. Furthermore, a Doppler image type signal proces-
sor 20 and a Doppler image volume data generating portion
21 are provided as means of obtaining Doppler image volume
data on the basis of the reflection echo signal output from the
phasing and adding portion 16. Furthermore, there is also
provided a controller 22 for outputting control instructions
(dotted lines having arrows of FIG. 1) to the ultrasonic probe
10, the transmitter 12, the receiver 14, the phasing and adding
portion 16, the tomogram system signal processor 18, and the
Doppler image type signal processor 20.

The display processing system is equipped with a commu-
nication port 24 for taking in tomogram volume data and
Doppler image volume data output from the image pickup
processing system, a volume data storage portion 26 for stor-
ing each volume data output from the communication port 24,
a projection image generator 28 for generating a projection
image on the basis of the volume data read out from the
volume data storage portion 26, and a display portion 32 for
displaying the projection image generated by the projection
image generator 28 on a display screen of a monitor through
a video memory 30. Furthermore, there is also provided a
central processing unit (hereinafter referred to as CPU 34) for
outputting control instructions to the communication port 24,
the volume data storage portion 26, the projection image
generator 28, the video memory 30 and the display portion32.

10

15

20

25

30

40

45

60

65

4

The communication port 24, the volume data storage portion
26, the projection image generator 28, the video memory 30,
the display portion 32 and CPU 34 are mutually connected to
one another through a common bus 36. A magnetic disk
device 27 may be provided as an auxiliary storage device of
the volume data storage portion 26. However, the auxiliary
storage device is not limited to the magnetic disk device 27,
and other storage devices such as DVD-R, etc. may be pro-
vided.

A console 38 is connected to the image pickup processing
system and the image processing system. The console 38 has
input devices such as a keyboard, a mouse, etc., and it outputs
an instruction input through an input device to the controller
22 of the image pickup processing system and also to CPU 34
of the image processing system through the common bus. For
convenience of description, the controller 22 and CPU 34 are
separated from each other in the following example, however,
an integral type control device having the respective control
functions may be used.

FIG. 2 is a diagram showing the construction of the pro-
jection image generator 28 of FIG. 1. As shown in FIG. 2, the
projection image generator 28 1s equipped with a tissue image
rendering portion 40 for correcting the information belonging
to each voxel of the tomogram volume data read out from the
volume data storage portion 26 on the basis of the information
belonging to each voxel of the Doppler image volume data,
and generating a grayscale (for example, monochromatic)
tissue projection image from the corrected tomogram volume
data. Furthermore, the projection image generator 28 is also
provided with a memory 42 for storing a correction coeffi-
cient (blend coefficient) R (or R1, R2 described later) given to
the tissue image rendering portion 40.

Furthermore, the projection image generator 28 is also
provided with a Doppler image rendering portion 44 for cor-
recting information belonging to each voxel of the Doppler
image volume data read out from the volume data storage
portion 26 on the basis of the information belonging to each
voxel of the tomogram volume data, and generating a colored
Doppler projection image from the corrected Doppler image
volume data. Furthermore, the projection image generator 28
has a memory 46 for storing a correction coefficient (blend
coefficient) S (or 81, S2 described later) given to the Doppler
image rendering portion 44. The correction coefficient R, S
(orR1,R2, S1, S2 described later) is variable set in the range
from “0” to “1” onthe basis of an instruction from the console
38. It may be set to a fixed value.

Furthermore, the projection image generator 28 is provided
with a combining portion 48 for superposing the tissue pro-
jection image generated by the tissue image rendering portion
40 and the Doppler projection image generated by the Dop-
pler image rendering portion 44 to generate a composite
image, and displaying the generated composite image on the
display portion 32. There is provided a memory 50 for storing
a combining color mapping table for giving color data to the
composite image.

The operation of the thus-constructed ultrasonic imaging
apparatus will be described. First, the ultrasonic probe 10 is
brought into contact with the body surface of the object being
examined. A driving signal for picking up an image of a tissue
is supplied from the transmitter 12 to the ultrasonic probe 10.
The supplied driving signal is input to a predetermined vibra-
tor group selected in response to an instruction from the
controller 22. Accordingly, ultrasonic wave is emitted to the
object being examined from each vibrator to which the driv-
ing signal is input. A reflection echo signal occurring from the
object being examined is received by each vibrator, and then
output from the ultrasonic probe 10. The reflection echo sig-
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nal output from the ultrasonic probe 10 is subjected to ampli-
fication processing, analog digital conversion processing, etc.
by the receiver 14. The reflection echo signal output from the
receiver 14 is subjected to processing such as detection, etc.
by the tomogram system signal processor 18, thereby acquir-
ing monochromatic tomogram data based on the signal inten-
sity of the reflection echo signal.

The image pickup of the tissue as described above is repeti-
tively carried out on plural scan planes set at predetermined
slice intervals, thereby obtaining plural tomographic image
data corresponding to the respective scan planes. Fach
obtained tomographic image data are input to the tomogram
volume data generating portion 19. The input plural tomo-
graphic image data are constructed as tomogram volume data
by giving position data (for example, the coordinate data of
each scan plane) to each voxel by the tomogram volume data
generating portion 19. The constructed tomogram volume
data are stored in the volume data storage portion 26 through
the communication port 24.

Furthermore, the driving signal for picking up an image of
a blood stream is supplied from the transmitter 12 to the
ultrasonic probe 10, whereby ultrasonic waves are emitted
from the ultrasonic probe 10 to the object being examined. A
reflection echo signal occurring from the object being exam-
ined is received by each vibrator, and then output from the
ultrasonic probe 10. The reflection echo signal output from
the ultrasonic probe 10 is input to the Doppler image type
signal processor 20 through the receiver 14 and the phasing
and adding portion 16. The Doppler shift (for example, the
frequency variation or phase variation of the reflection echo
signal) is calculated on the basis of the input reflection echo
signal by the Doppler image type signal processor 20. Then,
colored Doppler image data such as the blood stream speed,
the reflection intensity, dispersion, etc. are obtained from the
calculated Doppler shift.

The blood current image pickup as described above is
repetitively carried out on plural scan planes set at predeter-
mined slice intervals, thereby acquiring plural Doppler image
data corresponding to the respective scan planes. Fach
obtained Doppler image data are input to the Doppler image
volume data generating portion 21. The plural input Doppler
image data are constructed as Doppler image volume data by
giving the position data (for example, the coordinate data of
the respective scan planes) to each voxel by the Doppler
volume data generating portion 21. The constructed tomo-
gram volume data are stored in the volume data storage por-
tion 26 through the communication port 24.

The tomogram volume data and the Doppler image volume
data stored in the volume data storage portion 26 are read out
in response to an instruction of CPU 34, and then input to the
projection image generator 28. On the basis of the input
tomogram volume data, the monochromatic tissue projection
image is generated by the projection image generator 28. The
color Doppler projection image is generated on the basis of
the read-out Doppler image volume data by the projection
image generator 28. The generated tissue projection image
and the Doppler projection image are superposed on each
other so that the position data of each pixel is identical to each
other, whereby a composite image is displayed on the display
portion 32. When the tomogram volume data and the Doppler
image volume data are stored in the magnetic disk device 27,
each volume data may be read out from the magnetic disk
device 27, and then input to the projection image generator
28.

FIG. 3 is a diagram showing the operation of generating
respective projection images and the composite image
thereof. As shown in FIG. 3, tomogram volume data 50 is
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constructed on the basis of plural tomogram data P1 to Pn
(FIG. 3(A)) (FI1G. 3(B)). Furthermore, Doppler image vol-
ume data 52 is constructed on the basis of plural Doppler
image data Q1 to Qn (FIG. 3(X)) (FIG. 3(Y)).

The tomogram volume data 50 is subjected to volume
rendering processing on the basis of a set observing direction
(line of vision) through the console 38 by the tissue image
rendering portion 40, whereby a tissue projection image 54 is
generated (FIG. 3(C)). In the volume rendering processing,
the tissue image rendering portion 40 corrects the information
belonging to each voxel of the tomogram volume data 50 on
the basis of the information belonging to each voxel of the
Doppler image volume data 52, and generates the tissue pro-
jection image 54 on the basis of the tomogram volume data 50
and the corrected information.

For example, when opacity and attenuance are determined
as the information belonging to each voxel, the tissue image
rendering portion 40 corrects the attenuance of the voxel
determined from the opacity belonging to each voxel of the
tomogram volume data 50 on the basis of the opacity belong-
ing to the voxel of the Doppler image volume data which
corresponds to the above voxel, and a correction coefficient R
which is variably set by the console 38, and then generates the
tissue projection image 54 on the basis of the tomogram
volume data 50, the opacity and the corrected attenuance.

The Doppler image volume data 52 is subjected to volume
rendering processing on the basis of the observing direction
set through the console 38 by the Doppler image rendering
portion 44, there by generating a Doppler projection image 56
(FIG. 3(Z)). In the volume rendering processing, the Doppler
image rendering portion 44 corrects the information belong-
ing to each voxel of the Doppler image volume data 52 on the
basis of the information belonging to each voxel of the tomo-
gram volume data 50, and generates the Doppler projection
image 56 on the basis of the Doppler image volume data 52
and the corrected information.

For example, when opacity and attenuance are determined
as the information belonging to each voxel, the tissue image
rendering portion 40 corrects the attenuance of the voxel
determined from the opacity belonging to each voxel of the
Doppler image volume data 52 on the basis of the opacity
belonging to the voxel of the tomogram volume data 50
corresponding to the above voxel, and a correction coefficient
S which is variably set by the console 38, and generates the
Doppler projection image 56 on the basis of the Doppler
image volume data 52, the opacity and the corrected attenu-
ance.

The tissue projection image 54 and the Doppler projection
image 56 are superposed on each other so that the coordinate
data of each pixel is identical therebetween, thereby generat-
ing a composite image 58 (FIG. 3(K)).

When two projection images 54 and 56 are combined with
each other, it is carried out by using a color mapping table 59.
The color mapping table 59 represents the brightness value of
the tissue projection image 54 set on the abscissa axis, the
brightness value of the Doppler projection image 56 set on the
ordinate axis and the brightness value of the corresponding
composite image 58 by using a two-dimensional map. For
example, when the brightness value of the tissue projection
image 54 is represented by “a” and the brightness value of the
Doppler projection image 56 is represented by “b”, the value
at a point (a,b) on the color mapping table 59 corresponds to
the value (color and brightness) of the composite image 58.

By preparing plural color mapping tables and generating a
composite image on the basis of a selected color mapping
table, it is possible to adjust the composition rate between the
tissue projection image and the Doppler projection image,
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that is, which one of the images should be emphasized. This
example is shown in FIG. 8. FIG. 8 shows an example in
which two different color mapping tables 82 and 84 and a
composite image 80 formed on the basis of a selected color
mapping table 82 are displayed at the right side and the left
side respectively in juxtaposition with each other on the dis-
play portion 32. The selection of the color mapping table is
carried out by an input from the console 39. In the example of
FIG. 8, the selected state of the table is indicated in the
neighborhood of each table by using a mark indicating a
selected state of the table @or non-selected state of the table
O.

The color mapping table 82 is a table for emphasizing a
monochromatic tissue projection image, and it has a small
amount of color component as a whole. On the other hand, a
color mapping table 84 is a table for emphasizing a color
Doppler projection image, and it has a large amount of color
component. By selecting any one of the color mapping tables,
a composite image is formed on the basis of the color map-
ping table concerned. Furthermore, even after the composite
image is formed, by changing the selected color mapping
table, a composite image can be reconstructed on the basis of
a newly selected color mapping table. FIG. 8 shows an
example in which two different color mapping tables are
displayed, however, the number of the color mapping tables
displayed may be equal to three or more.

After the composite image is formed as described above, at
least one of the tissue projection image 54, the Doppler pro-
jection image 56 and the generated composite image 58 is
displayed on the display screen of the display portion 32. It is
preferable that the composite image is preferentially dis-
played.

In the foregoing description, the tissue projection image
and the Doppler projection image are generated, and these
two projection images are combined with each other to gen-
erate a composite image. However, only any one projection
image of the tissue projection image and the Doppler projec-
tion image may be generated. Preferably, only the projection
image generated from the volume data having a larger infor-
mation amount may be generated. That is, the projection
image is generated from the volume data having a larger
information amount while adding the volume data having a
smaller information amount. In the above case, the tomogram
volume data generally has a larger information amount than
the Doppler image volume data, and thus only the tissue
projection image to which the overlap condition with the
current stream image is reflected can be selectively generated.
It is needless to say that only the Doppler projection image
may be selectively generated as occasion demands. When
only any one projection image is generated, it is unnecessary
to determine attenuance every voxel of the other volume data.
It is also unnecessary to generate the composite image
described above.

Alternatively, one projection image may be generated as in
the case of the above embodiment, the other projection image
may be generated on the basis of only the volume data thereof
as in the case of the prior art, and these two projection images
may be combined with each other. For example, the tissue
projection image may be generated as in the case of the above
embodiment, the Doppler projection image may be generated
from only the Doppler image volume data as in the case of the
prior art, and these two projection images may be combined
with each other to generate a composite image. Conversely,
the tissue projection image may be generated from only the
tomogram volume data as in the case of the prior art, the
Doppler projection image may be generated as in the case of
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the above embodiment, and these two projection images may
be combined with each other to generate a composite image.

Next, the volume rendering processing of the tissue image
rendering portion 40 and the Doppler image rendering pot-
tion 44 will be described in detail. Therefore, general volume
rendering processing will be first described with reference to
FIG. 4. FIG. 4 shows the general volume rendering process-
ing when a pre-born child is a image pickup target, and it is
cited from a document (Kazunori Baba, yuko Io: Department
of Obstetrics and Gynecology Three-dimensional Ultrasonic
Wave, Medical View, Tokyo, 2000).

FIG. 4(A) is a diagram showing the concept of the volume
rendering. As shown in FIG. 4(A), the volume rendering is a
method of executing a predetermined calculation on the
brightness value of voxels on lines 60 penetrating through the
three-dimensional volume data to determine the brightness of
each point on a projection plane 62. Here, the lines 60 are
parallel to the observing direction (the visual line direction)
set through the console 38.

FIG. 4(B) is a diagram showing the concept of the calcu-
lation method of determining the brightness of each point on
the projection plane 62. As shown in FIG. 4(B), when the
value V(x) of a voxel at the position x on one line 60 is noted,
the output light amount Cout of the voxel V(x) is represented
according to the equation 1 when the incident light amount to
the voxel V(x) is represented by Cin, the opacity of the voxel
V(x)is represented by a(x) and the self light emission amount
of the voxel V(x) is represented by C(x). As is apparent from
the equation 1, the output light amount Cout of the voxel V(x)
is determined attenuating the incident light amount Cin to the
voxel V(x) in accordance with the attenuance (1-a(x)) and
also adding the light emission amount C(x)xa(x) of the voxel
V(x) itself.

Cout=Cin x(1-{x))+C(x)xa(x) (equation 1)

Here, the self light emission amount C(x) is a function of the
voxel V(x), and for example, it can be set to a logarithm
fanction of the voxel V(x) (C(x)=axlogV(x)+b; a, b are con-
stants). That is, the self light emission amount a(x) is a value
produced by subjecting the voxel value V(x) to predetermined
conversion, or it may be the voxel value V(x) itself (in short,
C(x)=V(x)).

Furthermore, the opacity a.(x) is a value in the range from
“0”to ““17, and it means that the voxel V(x) is more transpar-
ent as the value is nearer to “0” and it is more opaque as the
value is nearer to “1”. The opacity a(x) can be settled by the
voxel value V(x). This example is shown in FIG. 6. In the
example of FIG. 6(a), the opacity a(x) is set to a large value
from a low value of the voxel value V(x), whereby the shape
of the surface of an object being examined at the light incident
side 1s greatly reflected to the projection image. Conversely,
in the example of FIG. 6(b), the opacity a(x) is set to a large
value from a higher value of the voxel value V(x), whereby
the shape of a site having large brightness (that is, a site
having a large voxel value V(x)) in the object being examined
is greatly reflected to the projection image. In the example of
FIG. 6(c), the opacity a(x) is set in proportion to the voxel
value V(x), whereby the overall volume is substantially
equally reflected to the image projection.

Next, the volume rendering processing of the tissue image
rendering portion 40 and the Doppler image rendering por-
tion 44 according to the present invention will be described.

The tissue image rendering portion 40 corrects the attenu-
ance of the voxel Vbw(x) of the tomogram volume data 50 on
the basis of the opacity belonging to the voxel Vef(x) of the
Doppler image volume data 52 and a variably-set correction
coefficient R, and the tissue projection image 54 is generated
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on the basis of the tomogram volume date 50, the opacity and
the corrected attenuance. For example, when the self light
emission amount of the voxel Vbw(x) of the tomogram vol-
ume data 50 is represented by Cbw(x), the opacity is repre-
sented by a._bw(x), and the opacity of the voxel Vef(x) of the
Doppler image volume data 52 is represented by a_cf(x), the
output light amount Cout of the voxel Vbw(x) of the tomo-
gram volume data 50 is represented according to the equation
2. In short, the original attenuance (1-0._bw(x)) of the voxel
Vbw(x) is corrected to a new attenuance (1-o_bw(x)+o_cf
(X)xR).

Cout=Cinx(1-a_ bw(x)+a_cfix)xR)+Chwix)xa_bw
@)

Likewise, the Doppler image rendering portion 44 corrects
the attenuance of the voxel Vcf(x) of the Doppler image
volume data 52 on the basis of the opacity belonging to the
voxel Vbw(x) of the tomogram volume data 50 and the vari-
ably-set correction coefficient S, and generates the Doppler
projection image 56 on the basis of the Doppler image volume
data 52, the opacity and the corrected attenuance. For
example, when the self light emission amount of the voxel
Vef(x) the Doppler image volume data 52 is represented by
Ccf(x), the opacity is represented by o,_cf(x), and the opacity
of the voxel Vbw(x) of the tomogram volume data 54 is
represented by a_bw(x), the output light amount Cout of the
voxel Vef(x) of the Doppler image volume data 52 is repre-
sented according to the equation 3. In short, the original
attenuance (1-o._cf(x)) of the voxel Vef(x) is corrected to a
new attenuance (1-o._cf(x))+o_bw(x)xS).

(equation 2)

Cout=Cinx(1-a_ cflx)+a_bwx)xS)+Ccflx)xa_cflx)  (equation 3)

Furthermore, as shown in FIG. 3, the output light amount
Cout of the voxel Vbw(x) of the tomogram volume data 50
may be calculated by adding a correction amount based on the
light emission amount (=Ccf(x)xc._cf(x)) of the voxel Vcf(x)
of the Doppler image volume data 52. That is, the output light
amount Cout may be calculated according to the equation 4.

Cout=Cinx(1-a__bw(x)+a_cflx)xR1)+Chw(x)xo__

bw(x)+Ceflx)xa_cflx)xR2 (equation 4)

Here, the last term (Ccf(x)xa_cf(x)xR2) is the correction
amount, and R1 and R2 are correction coefficients which are
variably set in the range from “0” to “1”. If R1=R and R2=0,
this equation is identical to the equation 2. Or these values
may be set so that R1=0 and R2x0.

Likewise, as shown in FIG. 3, the output light amount Cout
of the voxel Vcf(x) of the Doppler image volume data 52 can
be calculated by adding a correction amount based on the
light emission amount (=Cbw(x)xc._bw(x)) of the voxel Vbw
(x) of the tomogram volume data 50. That is, the output light
amount Cout can be calculated according to the equation 5.

Cout=Cinx(1-a_ cfix)+a_bwx)xS+Ccflx)xa_cf

@) +Chw(x)xa_bw(x)xS2 (equation 3)

Here, the last term (Cbw(x)xa_bw(x)x32) is the correction
amount, and S1 and S2 are correction coefficients which are
variably set in the range from “0” to “1”. If S1=S and S2=0,
this equation is identical to the equation 3. Alternatively, these
values may be set so that S1=0 and S2=0.

The brightness of each point on the projection plane is
determined on the basis of the output light amount Cout of the
tomogram volume data 50 which is calculated according to
the calculation method as described above, thereby generat-
ing the tissue projection image 54. Likewise, the Doppler
projection image 36 is generated on the basis of the output
light amount Cout of the Doppler image volume data 52.
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According to this embodiment, the tissue projection image
54 is generated by adding the information belonging to each
voxel of the Doppler image volume data 52 of the tomogram
volume data 50, and thus the overlap condition with the
Doppler image is reflected to the brightness every pixel.
Accordingly, by referring to the grayscale of the tissue pro-
jection image 54, the overlap condition of the blood vessel in
the tissue can be easily grasped, and a stereoscopic and effec-
tive diagnosis can be performed. Particularly, the projection
image is obtained by adding the correction amount as shown
in the equation 4, whereby the overlap condition of the blood
vessel in the tissue can be more clearly and easily grasped
than the projection image obtained according to the equation
2 adding no correction amount.

For example, the attenuance of the voxel V(x) with which
the Doppler image is overlapped. out of the respective voxels
(x) of the tomogram volume data 50, is corrected. Accord-
ingly, when the tissue projection image 54 is generated on the
basis of the tomogram volume data 50 and the corrected
attenuance, in the generated tissue projection image 54, the
overlap condition with the blood stream image is reflected as
a shadow every pixel (FIG. 3(C)). As a result, by referring to
the grayscale of the shadow of the tissue projection image 54,
the overlap condition of the blood vessel in the tissue can be
easily grasped.

The Doppler projection image 56 is generated by adding
the information belonging to each voxel V(x) of the tomo-
gram volume data 50 to the Dopplerimage volume data 52, so
that the overlap condition with the tomographic image is
reflected to the brightness every pixel. Accordingly, by refer-
ring to the Doppler projection image 56, the overlap condition
of the tissue in the blood vessel can be easily grasped. Par-
ticularly, the projection image is determined by adding the
correction amount according to the equation 5, whereby the
overlap condition of the tissue in the blood vessel can be more
clearly and easily grasped than the projection image using the
equation 3 in which no correction amount is added.

For example, the attenuance of the voxel V(x) with which
the tomographic image is overlapped, out of the respective
voxels V(x) of the Doppler image volume data 52 is corrected.

Accordingly, when the Doppler projection image 56 is
generated on the basis of the Doppler image volume data 52
and the corrected attenuance, in the generated Doppler pro-
jection image 56, the overlap condition with the tomographic
image is reflected as a shadow every pixel. As a result, by
referring to the grayscale of the shadow of the Doppler pro-
jection image 56, the overlap condition of the tissue in the
blood vessel can be simply grasped.

Furthermore, in both the tissue projection image 54 and the
Doppler projection image 56, the overlap condition is
reflected as a shadow. Therefore, by combining the tissue
projection image 54 and the Doppler projection image 56, a
composite image 58 in which the sterecoscopic positional
relationship between the blood vessel and the tissue sur-
rounding the blood vessel is accurately represented is dis-
played on the display portion 32. Accordingly, by referring to
the displayed composite image 58, the stereoscopic posi-
tional relationship between the blood vessel and the tissue
surrounding the blood vessel can be readily grasped.

Furthermore, the correction coefficients R, S (or R1, R2,
S1, S2) can be made variable through the console 38 as
occasion demands, and thus the grayscale of the shadow
appearing in the tissue projection image 54 or the Doppler
projection image 56 can be adjusted. Accordingly, the com-
posite image can be displayed in accordance with, for
example, the tissue characteristic of an image pickup site,
whereby the visibility of the composite image indicating the



US 8,160,315 B2

11

stereoscopic positional relationship between the blood vessel
and the tissue around the blood vessel can be enhanced.

FIG. 5 shows a display example of a composite image 69
which is constructed by using phantom. FIG. 5(A) shows a
display example of the composite image 69 constructed by
setting both the correction coefficients R, S (or R1, R2, 81,
S2) to “0”, and FIG. 5(B) shows a display example of the
composite image 69 constructed by setting the correction
coefficient R (or R1, R2) to “1” and setting S (or S1, S2) to
“0.1”. It is understood that a blood vessel invading to the deep
site of the tissue is displayed because the contribution rate of
the tomogram volume data to the Doppler projection image is
low (that is, the correction coefficient S is small) although the
blood vessel invades into the tissue. Furthermore, FIG. 5(C)
shows a display example of the composite image 69 con-
structed by setting the correction coefficients R, S (or R1,R2,
S1,S2) to “17”, and it is surely understood that the blood vessel
gradually disappears as the blood vessel invades into the
tissue more deeply (that is, the aspect of the overlap condition
between the blood vessel and the tissue in the projection
direction is surely understood). The generation of the com-
posite image by setting both the correction coefficients R, S to
“0” is similar to the prior art, however, the composite image
generated by setting both the correction coefficients R, S to
values other than “0” is the composite image according to the
present invention.

According to the composite image 69 of FIG. 5(A), the
image at the view point side of a diagnosing person is pref-
erentially displayed, and thus a part of the Doppler projection
image 70 is hidden in the tissue projection image 72. Accord-
ingly, it is difficult to surely grasp the stereoscopic positional
relationship between the blood vessel and the tissue around
the blood vessel (for example, the penetration state of the
object associated with the Doppler projection image 70
through the object associated with the tissue projection image
72).

The tissue projection image 72 and the Doppler projection
image 70 in which the correction coefficients R, S (or R1,R2,
S1, S2) are set to “0” are identical to the projection images of
the prior art which are independently generated with no addi-
tion of the volume data information. In the prior art, the
composite image 69 is generated at a predetermined compos-
ite rate from the tissue projection image 72 and the Doppler
projection image 70 generated as described above. By mak-
ing the composite rate variable, any one of the tissue projec-
tion image 72 and the Doppler projection image 70 can be
displayed with being emphasized. However, the brightness of
each pixel of the tissue projection image 72 or the Doppler
projection image 70 is equally changed in connection with the
variation of the composite rate, and thus it is difficult to grasp
the stereoscopic positional relationship between the blood
vessel and the tissue around the blood vessel from the com-
posite image displayed as described above.

On the other hand, according to the composite image 69 of
FIG. 5(B) and FIG. 5(C) of the present invention, the Doppler
projection image 70 and the tissue projection image 72 are
translucently displayed, and thus the stereoscopic positional
relationship between the Doppler projection image 70 and the
tissue projection image 72 can be surely and readily visual-
ized.

The tissue projection image 72 and the Doppler projection
image 70 generated by setting the correction coefficients R, S
(orR1,R2,S1, S2) to values other than “0” are generated with
being added with the volume data information, and thus the
mutual stereoscopic positional relationship is clearly
reflected even in the composite image 69. Accordingly, the
stereoscopic positional relationship between the blood vessel
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and the tissue around the blood vessel can be easily grasped,
and thus information effective to diagnosis of, for example, a
cancer can be easily obtained.

Next, FIG. 7 shows the flow of the respective steps from the
generation of each projection image to the generation of the
composite images from these projection images after the
tomogram volume data and the Doppler image volume data
are obtained. Each processing step in this flowchart will be
individually described. The detailed description of each pro-
cessing step has been made as described above, and thus it is
omitted. Only the rough outline thereof will be described.

In step S701, an observing direction (visual line direction)
for generating a projection image is set. A plane perpendicu-
lar to the observing direction is a projection plane.

In step S702, a first line parallel to the observing direction
set in step S701 is selected.

In step S703, first voxels on the line selected in step S702
are selected in two volume data.

In step S704, initial values of the input light amount Cin are
set in the two volume data. For example, they can be set to “0”

In step S705, the self light emission amount Cbw(x) of the
voxel concerned is determined by using the voxel value Vbw
(x) of the tomogram volume data. Furthermore, the self light
emission amount Ccf(x) of the voxel is determined by using
the voxel value Vef(x) of the Doppler image volume data.

In step S706, the opaque (c._bw(x)) and the attenuance
(1-o_bw(x)) of this voxel are calculated by using the voxel
value Vbw(x). Furthermore, the opaque (c_cf(x)) and the
attenuance (1-o_cf(x)) of the voxel are calculated by using
the voxel value Vef(x).

In step S707, the attenuance of the voxel Vbw(x) and the
attenuance of the voxel Vef(x) are corrected. For example,
when the equation 2 is used, the attenuance (1-o_bw(x)) is
corrected by using the opaque (ot_cf(x)) and the correction
coefficient R, and the corrected attenuance is represented by
(1-o_bw(x)+o_cf(x)xR). Furthermore, when the equation 3
is used, the attenuance (1-c._cf(x)) is corrected by using the
opaque (a_bw(x)) and the correction coefficient S, and the
corrected attenuance is represented by (1-o_cf(x)+o_bw
(x)xS). When the equations 4 and 5 are used, the correction
amount to be added when the output light amount Cout is
calculated is determined.

In step S708, the output light amount Cout of the voxel
Vbw(x) is calculated by using the equation 2 or the equation
4. Furthermore, the output light amount Cout of the voxel
Vef(x) is calculated by using the equation 3 or the equation 5.

In step S709, the output light amount Cout calculated in
step S708 is set to the input light amount Cin of the next voxel.

In step S710, it is checked whether the voxel is the last
voxel on the line. If it is the last voxel, the processing shifts to
step S711, and if not so, the processing shifts to step S713.

In step S711, the output light amount Cout of the last voxel
Vbw(x) is set to the value of a pixel of the tissue projection
image on the line. Furthermore, the output light amount Cout
of the last voxel Vef(x) is set to the value of a pixel of the
Doppler projection image on the line.

In step S712, it is checked whether the line is the last
position or not. If it is the last line, all the pixel values of the
tissue projection image and the Doppler projection images
are determined, and thus the processing shifts to step S715. If
not so, the processing shifts to step S714.

In step S713, adjacent voxels on the line are selected in
both the tomogram volume data and the Doppler image vol-
ume data, and then the processing shifts to step S705.
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In step S714, the positions of the parallel lines in the
observing direction are changed in the tomogram volume
data and the Doppler image volume data, and then the pro-
cessing shifts to step S703.

In step S715, the tissue projection image and the Doppler
projection image are combined with each other on the basis of
the color mapping table, thereby acquiring the composite
image.

The present invention has been described on the basis of the
embodiment, however, the present invention is not limited to
the above embodiment. For example, an ultrasonic probe
having aposition sensor may be used in place of the ultrasonic
probe 10 having the plural two-dimensionally arranged vibra-
tors. In short, any style may be adopted insofar as the position
data of the scan plane to be supplied to each voxel of the
tomogram volume data or the Dopplerimage volume data can
be obtained.

Furthermore, with respect to the driving signal for picking
up the image of the tissue and the driving signal for picking up
the image of the blood stream, it can be time-divisionally
supplied from the transmitter 12 to the ultrasonic probe 10,
whereby the tomogram volume data 50 and the Doppler
image volume data 52 can be substantially simultaneously
crated. However, the present invention is not limited to the
time-divisional supply style, and any style may be adopted
insofar as the tomogram volume data and the Doppler image
volume data can be obtained. With respect to the driving
signal for picking up the image of the tissue, the signal cor-
responding to a single pulse wave is preferably used to
enhance the image resolution of the tissue tomographic
image. Furthermore, with respect to the driving signal for
picking up the image of the blood stream, a signal having
plural (for example, eight) linked single pulse waves is pref-
erably used to facilitate the detection of Doppler shift.

Furthermore, a region of interest (ROI) may be set through
the console 38 so as to surround a display target (for example,
cancerous tissue or pre-born child). Accordingly, a surround-
ing unnecessary portion can be removed, and thus the pro-
cessing speed of the tissue image rendering portion 40 or the
Doppler image rendering portion 44 can be enhanced.

The examples of the tomogram volume data and the Dop-
pler image volume data have been described. However, the
present invention is not limited to these images, and the
projection image generating method of the present invention
is applicable to two different volume data.

The invention claimed is:

1. A projection image generating method of generating a
projection image including information on at least a part of a
first three-dimensional image and information on at least a
part of a second three-dimensional image, comprising:

a first accumulating step of accumulating plural first two-

dimensional image data;

a first three-dimensional imaging step of generating first
three-dimensional image data from the plural first two-
dimensional image data;

a second accumulating step of accumulating plural second
two-dimensional image data;

a second three-dimensional imaging step of generating
second three-dimensional image data from the plural
second two-dimensional image data;

a first projecting step of subjecting the first three-dimen-
sional image data to rendering processing to generate a
first projection image; and

a second projecting step of subjecting the second three-
dimensional image data to rendering processing to gen-
erate a second projection image, wherein the first pro-
jecting step generates the first projection image on the
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basis of the first three-dimensional image data and at
least a part of the second three-dimensional image data,
and the second projecting step generates the second
projection image on the basis of the second three-dimen-
sional image data and at least a part of the first three-
dimensional image data,

wherein the first projecting step corrects information of at
least a partial area of the first projection image on the
basis of the second three-dimensional image data, and
the second projecting step corrects information of at
least a partial area of the second projection image on the
basis of the first three-dimensional image data.

2. The projection image generating method according to
claim 1, wherein the first projecting step corrects information
of at least a partial area of the first projection image on the
basis of the second three-dimensional image data at the same
position as the first three-dimensional image data, and the
second projecting step corrects information of at least a par-
tial area of the second projection image on the basis of the first
three-dimensional image data at the same position as the
second three-dimensional image data.

3. The projection image generating method according to
claim 2, wherein on the basis of the second three-dimensional
image data at an overlap portion with the first three-dimen-
sional image data, the first projecting step corrects informa-
tion of the area of the first projection image that corresponds
to the overlap portion, and on the basis of the first three-
dimensional image data at an overlap portion with the second
three-dimensional image data, the second projecting step cor-
rects information of the area of the second projection image
that corresponds to the overlap portion.

4. The projection image generating method according to
claim 1, wherein the first projecting step corrects brightness
of at least a partial area of the first projection image on the
basis of the second three-dimensional image data, and the
second projecting step corrects brightness of at least a partial
area of the second projection image on the basis of the first
three-dimensional image data.

5. The projection image generating method according to
claim 4, wherein the first projecting step corrects the bright-
ness of at least a partial area of the first projection image on
the basis of the second three-dimensional image data so that
the brightness reflects the overlap condition in the projection
direction of the two three-dimensional image data, and the
second projecting step corrects the brightness of at least a
partial area of the second projection image on the basis of the
first three-dimensional image data so that the brightness
reflects the overlap condition in the projection direction of the
two three-dimensional image data.

6. The projection image generating method according to
claim 1, wherein only any one of the first projecting step and
the second projecting step is selected and executed.

7. The projection image generating method according to
claim 6, wherein the step of generating the projection image
based on one of the first three-dimensional image data and the
second three-dimensional image data is selected, the one
image data having a larger information amount.

8. The projection image generating method according to
claim 1, wherein the first projecting step comprises:

a first calculating step of obtaining first information from

the first three-dimensional image data;

a first correcting step of correcting the first information
corresponding to at least a partial area of the first pro-
jection image on the basis of the second three-dimen-
sional image data; and
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a first projection image generating step of generating the
first projection image on the basis of the first three-
dimensional image data and the corrected first informa-
tion.

9. The projection image generating method according to
claim 8, wherein the first calculating step calculates opacity
by using the value of each voxel of the first three-dimensional
image data every voxel and calculates attenuance from the
opacity, the second projecting step has a second calculating
step of calculating opacity by using the value of each voxel of
the second three-dimensional image data every voxel, the first
correcting step corrects the attenuance of each voxel of the
first three-dimensional image data by using the opacity of
each voxel of the second three-dimensional image data, and
the first projection image generating step generates the first
projection image on the basis of the first three-dimensional
image data, the opacity and the corrected attenuance.

10. The projection image generating method according to
claim 9, wherein the second calculating step calculates the
attenuance of each voxel of the second three-dimensional
image data from the opacity of each voxel, and the second
projecting step comprises a second correcting step of correct-
ing the attenuance of each voxel of the second three-dimen-
sional image data that corresponds to at least a partial area of
the second projection image by using opacity of each voxel of
the first three-dimensional image data, and a second projec-
tion image generating step of generating the second projec-
tion image on the basis of the second three-dimensional
image data, and the opacity and the corrected attenuance
thereof.

11. The projection image generating method according to
claim 10, wherein the first correcting step corrects the attenu-
ance of each voxel of the first three-dimensional image data
by using a multiplication value of the opacity of each voxel of
the second three-dimensional image data and a first correc-
tion coefficient, and the second correcting step corrects the
attenuance of each voxel of the second three-dimensional
image data by using a multiplication value of the opacity of
each voxel of the first three-dimensional image data and a
second correction coefficient.

12. The projection image generating method according to
claim 10, wherein each of the first projection image generat-
ing step and the second projection image generating step
comprises:

(a) a step of setting an observing direction;

(b) a step of selecting a first line parallel to the observing

direction;

(c) a step of selecting a first voxel on the line in three-
dimensional image data;

(d) a step of setting an initial value of an input light amount
to the voxel;

(e)a step of determining a selflight emission amount of the
voxel by using the voxel value;

(D a step of calculating the opacity and attenuance of the
voxel by using the value of the voxel;

(2) astep of correcting the attenuance of the voxel by using
the opacity of the corresponding voxel of the other three-
dimensional image data corresponding to the voxel,

(h) a step of determining an output light amount of the
voxel from the sum of a multiplication value of the input
light amount and the corrected attenuance and a multi-
plication value of the self light emission amount and the
opacity;

(1) a step of selecting an adjacent voxel to the above voxel
on the line in the three-dimensional tissue image data;

() a step of setting the output light amount of the voxel to
the input light amount of the adjacent voxel,
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(k) a step of repeating (e) to (j);

(1) a step of setting the output light amount as a pixel value
of a projection image on the line;

(m) a step of changing the position on the line; and

(n) a step of repeating (d) to (m).

13. The projection image generating method according to
claim 1, wherein the second projection step comprises:

a second calculating step of acquiring second information

from the second three-dimensional image data;

a second correcting step of correcting the second informa-
tion corresponding to at least a partial area of the second
projection image on the basis of the first three-dimen-
sional image data; and

a second projection image generating step of generating
the second projection image on the basis of the second
three-dimensional image data and the corrected second
information.

14. The projection image generating method according to
claim 1, wherein the first accumulating step accumulates
tomographic image data as the first two-dimensional image
data, the first three-dimensional imaging step generates three-
dimensional tomographic image data as the first three-dimen-
sional image data, the second accumulating step accumulates
Doppler image data as the second two-dimensional image
data, the second three-dimensional imaging step generates
three-dimensional Doppler image data as the second three-
dimensional image data, the first projection image generating
step generates a tissue projection image as the first projection
image, and the second projection image generating step gen-
erates a Doppler projection image as the second projection
image.

15. The projection image generating method according to
claim 1, further comprising a combining step of combining
the first projection image and the second projection image
with each other after the projection image generating step,
thereby generating a composite image.

16. The projection image generating method according to
claim 15, wherein the combining step determines pixel values
of the composite image on the basis of a color mapping table
in which the pixel value of the first projection image is set to
one axis, and the pixel value of the second projection image is
set to the other axis.

17. The projection image generating method according to
claim 15, further comprising a step of displaying at least one
of the first projection image, the second projection image and
the composite image.

18. An ultrasonic imaging apparatus having an ultrasonic
probe for transmitting/receiving ultrasonic waves to/from an
object being examined, transmission means configured to
supply a driving signal to the ultrasonic probe, reception
means configured to receive a reflection echo signal output
from the ultrasonic probe, signal processing means config-
ured to process the reflection echo signal output from the
reception means, three-dimensional image data generating
means configured to generate first three-dimensional image
data and second three-dimensional image data on the basis of
the signal-processed reflection echo signal, storage means
configured to store the two three-dimensional image data, and
projection image generating means configured to generate a
first projection image by executing rendering processing on
the first three-dimensional image data and generating a sec-
ond projection image by executing rendering processing on
the second three-dimensional image data, wherein that the
projection image generating means generates the first projec-
tion image on the basis of at least a part of the first three
dimensional image data and the second three dimensional
image data, and generates the second projection image on the
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basis of at least a part of the second three-dimensional image
data and the first three-dimensional image data, and wherein
the projection image generating means generates only at least
a partial area of one of the projection images on the basis of
the two three-dimensional image data.

19. The ultrasonic imaging apparatus according to claim
18, wherein the projection image generating means generates
a composite image by combining the first projection image
and the second projection image.

20. An ultrasonic imaging apparatus, comprising:

an ultrasonic probe for transmitting/receiving ultrasonic
waves to/from an object being examined;

a transmitter for supplying a drive signal to the ultrasonic
probe;

areceiver for receiving a reflection echo signal output from
the ultrasonic probe;

a phasing and adding portion for accumulating plural first
two-dimensional image data and plural second two-di-
mensional image data;

avolume data generator for generating a first three-dimen-
sional image data and a second three-dimensional image
data from the plural first and second two-dimensional
image data, respectively;

a data storage portion for storing the first three-dimen-
sional image data and the second three-dimensional
image data; and

aprojection image generator for generating a first rendered
projection image based on the first three-dimensional
image data and at least part of the second three-dimen-
sional image data, and generating a second rendered
projection image based on the second three-dimensional
image data and at least part of the first three-dimensional
image data,

wherein the projection image generator corrects informa-
tion of at least a partial area of the first projection image
based on the second three-dimensional image data, and

wherein the projection image generator corrects informa-
tion of at least a partial area of the second projection
image based on the first three-dimensional image data.

21. The ultrasonic imaging apparatus according to claim
20, wherein the projection image generator corrects informa-
tion of at least a partial area of the first projection image based
on the second three-dimensional image data at the same posi-
tion as the first three-dimensional image data, and corrects
information of at least a partial area of the second projection
image based on the first three-dimensional image data at the
same position as the second three-dimensional image data.

22. The ultrasonic imaging apparatus according to claim
21, wherein the projection image generator corrects informa-
tion of the partial area of the first projection image that cor-
responds to an overlap portion when the second three-dimen-
sional image data is at the overlap portion with the first
three-dimensional image data, and

wherein the projection image generator corrects informa-
tion of the partial area of the second projection image
that corresponds to an overlap portion when the first
three-dimensional image data is at the overlap portion
with the second three-dimensional image data.

23. The ultrasonic imaging apparatus according to claim
20, wherein the projection image generator corrects bright-
ness of at least a partial area of the first projection image based
on the second three-dimensional image data, and corrects
brightness of at least a partial area of the second projection
image based on the first three-dimensional image data.

24. The ultrasonic imaging apparatus according to claim
23, wherein the projection image generator corrects the
brightness ofat least a partial area of the first projection image
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based on the second three-dimensional image data so that the
brightness reflects an overlap condition in a projection direc-
tion of the first and second three-dimensional image data, and
wherein the projection image generator corrects the bright-
ness of at least a partial area of the second projection
image based on the first three-dimensional image data so
that the brightness reflects an overlap condition in the
projection direction of the first and second three-dimen-
sional image data.

25. The ultrasonic imaging apparatus according to claim
20, wherein the projection image generator only generates
one of the first rendered projection image and the second
rendered projection image.

26. The ultrasonic imaging apparatus according to claim
25, wherein the projection image generator selects a rendered
projection image to generate based on a corresponding three-
dimensional image data containing a larger information
amount.

27. The ultrasonic imaging apparatus according to claim
20, wherein the projection image generator is configured to
generate the first projecting step by:

acquiring first information from the first three-dimensional

image data;

correcting the first information corresponding to at least a

partial area of the first projection image based on the
second three-dimensional image data; and

generating step of generating the first projection image on

the basis of the first three-dimensional image data and
the corrected first information.

28. The ultrasonic imaging apparatus according to claim
27, wherein projection image generator is configured to:

calculate a first opacity by using the value of each voxel of

the first three-dimensional image data every voxel and a
first attenuance from the first opacity,

calculate a second opacity by using the value of each voxel

of the second three-dimensional image data every voxel,
correct a first attenuance of each voxel of the first three-
dimensional image data by using the second opacity, and
generates the first projection image based on the first three-
dimensional image data, the first opacity, and the cor-
rected first attenuance.

29. The ultrasonic imaging apparatus according to claim
28, wherein the projection image generator is configured to:

calculate the attenuance of each voxel of the second three-

dimensional image data from the second opacity of each
voxel,

corrects a second attenuance of each voxel of the second

three-dimensional image data that corresponds to at
least a partial area of the second projection image by
using the first opacity of each voxel of the first three-
dimensional image data,

generates the second projection image base on the second

three-dimensional image data, the second opacity, and
the corrected second attenuance.

30. The ultrasonic imaging apparatus according to claim
29, wherein:

the first attenuance is corrected by using a multiplication

value of the second opacity and a first correction coeffi-
cient, and

the second attenuance is corrected by using a multiplica-

tion value of the first opacity and a second correction
coefficient.

31. The ultrasonic imaging apparatus according to claim
20, wherein the projection image generator is configured to
generate the second projection step by:

acquiring second information from the second three-di-

mensional image data;
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correcting the second information corresponding to at least
apartial area of the second projection image on the basis
of the first three-dimensional image data; and

generating the second projection image on the basis of the
second three-dimensional image data and the corrected
second information.

32. The ultrasonic imaging apparatus according to claim
20, wherein:

the phasing and adding portion accumulates tomographic
image data as the first two-dimensional image data and
accumulates Doppler image data as the second two-
dimensional image data,

the volume data generator generates three-dimensional
tomographic image data as the first three-dimensional
image data and generates three-dimensional Doppler
image data as the second three-dimensional image data,
and

5

10

15

20

the projection image generator generates a tissue projec-
tion image as the first rendered projection image and
generates a Doppler projection image as the second ren-
dered projection image.

33. The ultrasonic imaging apparatus according to claim
20, wherein the projection image generator combines the first
projection image and the second projection image to generate
a composite image.

34. The ultrasonic imaging apparatus according to claim
33, wherein the projection image generator determines pixel
values of the composite image based on a color mapping table
in which the pixel value of the first projection image is set to
one axis, and the pixel value of the second projection image is
set to another axis.

35. The ultrasonic imaging apparatus according to claim
33, further comprising a display unit for displaying at least
one ofthe first projection image, the second projection image,
and the composite image.

I S T



THMBW(EF)

PRI E (R FIR) A (R
RF(EFR)AGE)

HAT R E (TR AGE)

FRI& B A

RHA

H AT SOk
S\EREERE

BEX)

FEZ4BFEG , IAZ=4BFEGUUIEERAN BT
BXxR. it , REARANBFRERZNREERER S ERNE
—ZHRBHENE_Z4RGHE  ETH=
—REBE ‘»‘EFI@%&EJ‘FB%—:‘%I{%@&E AEETE-_=Z4#R%K
BRENE-—=—ERBBENED —

BERGRENEEEREKSE
US8160315

US11/575166

KA ANES

AN ETSEMRAARATR
HITACHI , LTD.

HAYASHI TETSUYA
ARAI OSAMU

HAYASHI, TETSUYA
ARAI, OSAMU

A61B8/00

patsnap

2012-04-17

RiEHR 2005-09-12

A61B8/06 A61B8/13 A61B8/483 G01S515/8979 G01S15/8993 GO6T 15/08 G01S7/52071

2004265158 2004-09-13 JP

US20080260227A1

Espacenet USPTO

DERE-REE R,

MOED— ) ERE

29

DIWLAV ‘-'DEO FROJECTION \MACE MAGNETIC
EMORY GENERATOR DISK DEVICE|

27

s

VOLUME
DISPLAY PROCESSING SYSTEM

STORAGE PQRTIDN

DATA \tconmun f‘mmu

IMAGE PICKUP PROCESSING 72
SYSTEM

18
A 08 s

18

Vid

=

TOMOGRAM

PHASING AND| SYSTEM

ADDING SIGNAL
PROCESSOR

TOMOGRAM
VOLUME DATA
GENERATING

PORTICN

PORTION [T
-7 _.-="| [ooeeLER

SYSTEM
SIGNAL
PROCESSOR|

DOFPLER IMAGE
VOLUME DATA
GENERATING N,
PCRTION

|



https://share-analytics.zhihuiya.com/view/3c22dfb7-1978-4809-9950-0a97f8342257
https://worldwide.espacenet.com/patent/search/family/036059984/publication/US8160315B2?q=US8160315B2
http://patft.uspto.gov/netacgi/nph-Parser?Sect1=PTO1&Sect2=HITOFF&d=PALL&p=1&u=%2Fnetahtml%2FPTO%2Fsrchnum.htm&r=1&f=G&l=50&s1=8160315.PN.&OS=PN/8160315&RS=PN/8160315

