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1
SYNCHRONIZED THREE OR
FOUR-DIMENSIONAL MEDICAL
ULTRASOUND IMAGING AND
MEASUREMENTS

BACKGROUND

The present embodiments relate to three-dimensional (3D)
or four-dimensional (4D) imaging. In particular, measure-
ments are provided for 3D or 4D imaging.

3D and 4D ultrasound imaging may show a baby face to the
parents or provide medical diagnostic information. Two-di-
mensional or matrix arrays allowing real-time 3D (i.e., 4D)
imaging provide diagnostic information for cardiologists.
One alternative is to use one-dimensional arrays, slices of
two-dimensional (2D) images created by a mechanically or
electronically rotating probe (e.g., wobbler) to form a vol-
ume. For orthogonal 3D rendering, parallel rays extend
through the volume. Data is rendered to a display as a function
ofthe rays. To obtain an aesthetically pleasing volume image,
various filtering methods, opacity curves, tint maps and
smoothing filtering are provided. Perspective rendering may
alternatively be used. The three-dimensional representations
are displayed to a user.

Area, distance, volume or other quantitative data may be
obtained automatically or manually.

BRIEF SUMMARY

By way of introduction, the preferred embodiments
described below include methods, systems and computer
readable media for synchronized ultrasound imaging and
measurement. Generating three-dimensional representations
synchs with measuring one or more parameters. For example,
measurements are preformed based on navigating through a
volume. The measurements link to the corresponding three-
dimensional representations. As another example, the user
selects a measurement from a graph. A three-dimensional
representation of the volume associated with the selected
measurement is presented. Tying the image, such as external
or internal views of a cavity, with quantitative data may pro-
vide a complete package of the organ in question, helping
increase diagnosis confidence and reduce workflow.

In afirst aspect, a method synchronizes ultrasound imaging
and measurement. A parameter is measured as a function of
time, location or time and location. Three-dimensional ultra-
sound representations, such as a rendering or a multiplanar
reconstruction, are synchronized with the time, location or
time and location.

In a second aspect, a method synchronizes ultrasound
imaging and measurement. A parameter is displayed as a
function of time, location or time and location. A selection of
a time, location or time and location relative to the display of
the parameter is received. A three-dimensional ultrasound
representation corresponding to the selected time, location or
time and location is generated.

In a third aspect, a method synchronizes ultrasound imag-
ing and measurement. A parameter is displayed as a function
of time, location or time and location. A three-dimensional
ultrasound representation is displayed. The display of the
parameter links to the display of the three-dimensional ultra-
sound representation.

In a fourth aspect, a computer readable storage medium has
stored therein data representing instructions executable by a
programmed processor for synchronized ultrasound imaging
and measurement. The instructions are for linking virtual
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endoscopic imaging with quantitative measurement results as
a function of fly-through distance, time or fly-through dis-
tance and time.

The following claims define the present invention, and
nothing in this section should be taken as a limitation on those
claims. Further aspects and advantages of the invention are
discussed below in conjunction with the preferred embodi-
ments and may be later claimed in combination or indepen-
dently.

BRIEF DESCRIPTION OF THE DRAWINGS

The components and the figures are not necessarily to
scale, emphasis instead being placed upon illustrating the
principles of the invention. Moreover, in the figures, like
reference numerals designate corresponding parts throughout
the different views.

FIG. 1 is a flow chart diagram of one embodiment of a
method for synchronizing measurements with three-dimen-
sional imaging;

FIGS. 2A-C are example graphical representations of a
sequence of three-dimensional representations at different
locations;

FIGS. 3A-C are example graphical representations of
parameters displayed in conjunction with the representations
of FIGS. 2A-C, respectively;

FIGS. 4A-C are example graphical representations of a
sequence of three-dimensional representations at different
times;

FIGS. 5A-C are example graphical representations of
parameters displayed in conjunction with the representations
of FIGS. 4A-C, respectively; and

FIG. 6 is a block diagram of one embodiment of a system
and computer readable media for synchronized ultrasound
imaging and measurement.

DETAILED DESCRIPTION OF THE DRAWINGS
AND PRESENTLY PREFERRED
EMBODIMENTS

OB, other GI and/or cardiac imaging use 3D and 4D ultra-
sound imaging. The imaging allows physicians to view the
anatomy. Users also desire quantification for more objective
diagnosis of the anatomy. For example, vascular and cardiac
applications may rely on one or more measurements for diag-
nosis. Many treatment plans or the decision whether to use
surgical intervention may depend on quantitative criteria,
such as the stenosis level and volume ejection fraction. Auto-
matic algorithms may obtain these quantitative measure-
ments.

Virtual endoscopic or 3D imaging links with the quantita-
tive measurements. The measurements are made during or
with each rendered volume image. A trace displays the quan-
titative results, such as vessel cross sectional area, radius/
diameter of the vessel cross section, stenosis level, or cham-
ber volume as a function of fly path distance or time. A
moving cursor indicates the point on the displayed trace asso-
ciated with currently displayed 3D representation.

FIG. 1 shows a method for synchronized ultrasound imag-
ing and measurement. The method uses the systems or
instructions described below, but other systems or instruc-
tions may be used. The method may provide additional, dif-
ferent or fewer acts. For example, the method operates with-
out acts 16, 20 and/or 22. The method may include linking
measurement and image data without displaying the images.
The method may include manual or automatic navigation in
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act 12 and/or selection of parameters in act 22. Other
sequences or order of the acts than shown in FIG. 1 may be
used.

The method, such as the imaging of acts 16 and/or 20 and
the measurements of act 14, are performed with ultrasound
data. The ultrasound data is stored representing a volume at
one time or real-time ultrasound data representing the volume
as a function of time. The method is available to the user
during live imaging, during freeze, cine volume, recon-
structed cine or recalled 3D/4D volume/volumes from a pre-
vious exam, or saved volume/volumes of a current exam. The
ultrasound data is B-mode, Doppler flow, Doppler tissue or
other ultrasound data representing a region. The ultrasound
data is from any stage of ultrasound processing, such as radio
frequency, pre-detected, detected, pre-scan converted, or scan
converted data. The data represents the region in a polar
coordinate format, a regular 3D grid format, a Cartesian coor-
dinate format or both a Cartesian coordinate and polar coor-
dinate (e.g., scan converted 2D frames of data spaced along
polar coordinates to represent a volume).

In act 12, a user or processor navigates in a volume. In one
embodiment, the navigation, rendering, imaging or other pro-
cesses disclosed in U.S. application Ser. No. 11/217,211 and
U.S. Publication No. 2008/0083099, application Ser. No.
11/241,603, the disclosures of which are incorporated herein
by reference, are used. Any now known or later developed
navigation tools may be used. For example, the user causes a
virtual camera position or viewing location to change within
a volume using user controls or a path through a volume. The
user may manipulate the image or the virtual camera location
and orientation. The movement of the virtual camera is along
a straight or curved line or free hand (e.g., any way the user
desires). The position may be translated, rotated, zoom or
combinations thereof. The user may change the field of view
or the depth of the viewing field. The user may flip the cam-
era-viewing window vertically or horizontally, shifting every
90 degrees, or other controls for enhanced workflow.

A graphic or a three-dimensional rendering indicates a
current position to the user. For graphics, a dot represents the
virtual camera on three two-dimensional images associated
with orthogonal planes. The three orthogonal multi-planar
renderings intersect at the camera location. Lines extending
from the camera representation show the direction at which
the camera is pointing, the size of the field of view, and the
depth of the viewing field. Other graphics using the same or
different renderings may be used. For indicating position
based on a three-dimensional rendering, the position of the
virtual camera is controlled with respect to perspective or
orthogonal three-dimensional rendered medical image.
Manual input moves the virtual camera within the scanned
volume. The three-dimensional medical image updates or is
re-rendered as the position changes, providing feedback to
the user.

Automated navigation may be used. A processor positions
the camera location based on a path or other parameter. The
cameral location may be changed or remain in one location.
For example, the processor controls an automatic fly-through
of a vessel or chamber.

The navigation operates for a static data set, for a sequence
of medical images or for real-time imaging. For example,
during a sequence of images for a scanned volume, the cam-
era position stays in a same location between images or data
sets as a function of time. The volume changes, such as heart
walls contracting and relaxing, while the camera location is
static or repositioned to be in a same relative location within
the chamber, such as a center of the chamber. As another
example, a path is determined manually or automatically
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along a vessel. The camera location moves at a same rate or
varying rate along the path. Yet another example, the user
moves the camera location anywhere within the vessel or
chamber. Any other now known or later developed virtual
endoscopy or “fly through” navigation may be used.

In act 14, a parameter is measured as a function of time,
location or time and location. The parameter is a function of
time where the ultrasound data representing the volume
changes as a function oftime, but the measurement location is
static. The parameter is a function of location where the
measurement location changes position within a static set of
ultrasound data. The parameter is a function of time and
location where the measurement location changes position
and the ultrasound data representing the volume changes as a
function of time (e.g., real-time fly through).

The parameter is an area, volume, stenosis level, diameter,
derivative thereof, or combinations thereof. The location of
measurement is a function of the parameter. For example,
area may be a cross-sectional area at the camera or rendering
location. For vascular applications, vessel cross sectional
area, maximum diameter, minimum diameter, stenosis level
and relative volume change are for a region of interest. For
cardiac applications, the relative chamber volume change,
wall motion reflected as cross sectional area, and their deriva-
tives, such as the ratio of the diastole and systole chamber
volumes, are measured as a function of cardiac cycle. For
bladder applications, the relative volume change of the inter-
nal cavity is measured as the bladder fills up or drained. For
neonatal brain ventricle applications, the internal cavity, ven-
tricle volume size is measured. For cysts of any organ, the
volume of the cyst is measured. Other now known or later
developed parameters may be measured. A single parameter
or a combination of two or more parameters is measured.

The measurement is automatic. For example, a processor
identifies a border from the ultrasound data. The border is the
same or different than any surface used for rendering three-
dimensional representations. A threshold, gradient, line or
surface tracking, or other image process identifies the border.
In one embodiment, the border is determined using the meth-
ods or systems of U.S. Pat. Nos. 6,606,091 or 6,771,262, the
disclosures of which are incorporated herein by reference.
User assisted measurements may be used. For example, the
user indicates one or more locations along a border. The
processor uses the locations to identify the entire border. As
another example, the processor estimates a border location. In
response to user correction of one or more points along the
estimated border, the processor refines the border estimation.
Alternatively, the measurement is manual. For example, the
user traces an area or indicates an approximate volume
boundary.

For stenosis, the amount of blockage is calculated. The
amount of blockage is a function of a ratio of the cross-
sectional flow area to a cross-sectional vessel area. Alterna-
tively, an area of plaque may be used. Using thresholds,
pattern recognition, Doppler flow or other process, the vessel
wall is distinguished from plaque within the vessel by the
processor or the user.

The location of the measurements is based on the naviga-
tion in one embodiment. The parameter is measured during
the fly-through as a function of the navigating. As the user or
the system navigates manually or automatically through a
volume, the parameter is measured. The navigation is the
same or different navigation used for three-dimensional ren-
dering. For example, the virtual camera is still or has a static
location inside a cavity, such as a heart chamber, bladder,
gallbladder, brain ventricle, ovary, uterus or a vessel. The
cross sectional area or diameter coincides with the camera
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location. A largest, smallest or other cross-section area asso-
ciated with the volume or cavity at the location is obtained.
The volume is the entire volume for a closed cavity, such as a
heart chamber or a partial volume of a vessel with a user
specified region of interest. For example, the volume of a
heart chamber is cropped at the valves so that volume of other
chambers is not included in any area or volume measure-
ments.

In act 16, the parameter is displayed as a function of the
time, location or time and location. The parameter is a quan-
tity, such as a table of measured values at different times or
locations. Alternatively, the parameter is in a graphic, such as
a graph with parameter values. The graphic represents mea-
surements associated with the automatic or manual fly-
through path. The displayed trace is either built up during the
fly-through or shown over a selected length or time, such as
over a user selected length or time.

FIGS. 3A-C show the area and stenosis as a function of
location along the fly path. FIG. 3A shows the area and
stenosis along a vessel prior to a branch. FIG. 3B shows the
area and stenosis of FIG. 3A with additional measurements
near a branch location. FIG. 3C shows the area and stenosis of
FIG. 3B with additional measurements along a selected
branch. FIGS. 3A-C represent a sampling of sequential dis-
plays. Alternatively, the graphic is first generated to include
parameter values for the entire path.

FIGS. 5A-C show the volume of a left ventricle as a func-
tion of time. The volume graph is the same in each of FIGS.
5A-C and represents the volume throughout a heart cycle.
FIG. 5B shows a cursor or line at diastole. FIG. 5C shows the
cursor or line at systole. In alternative embodiments, the
graph provides the volume or other parameter as the param-
eters are measured, ending the graph at the cursor or line.

In act 18, the parameters are linked or synchronized with
the navigation or imaging. For example, the navigation syn-
chronizes with the measured parameters. The user manually
guides generation of three-dimensional representations
through navigation. The parameters are measured as the
three-dimensional ultrasound representations are generated.
The measurements are more intuitive, quicker and easier to
obtain, and may be obtained with or without user activation
during the navigation. In the embodiments shown in FIGS.
3A-C, the cross sectional area and stenosis level synchronize
with the virtual camera location during the fly-through. The
fly-through is either automatic or manual.

Where the navigation corresponds to imaging, the mea-
surements of the parameters link to the imaging. For example,
three-dimensional ultrasound representations synchronize as
a function of the time, location or time and location of the
parameter measurements. The display of the parameters links
to the display of the three-dimensional ultrasound represen-
tation. For example, a virtual endoscopic imaging links with
quantitative measurement results as a function of fly-through
distance, time or fly-through distance and time. Quantitative
measurement results obtained from a volume are displayed as
traces or other graphical or text presentations versus time or
geometrical location and correspond to the associated three-
dimensional representation.

Synchronization or linking associates the view of the cav-
ity or volume with the measurement data. As the images of the
volume are generated, the measurements for corresponding
locations are made. The clinicians obtain relevant informa-
tion simultaneously and intuitively as images and measure-
ments, possibly aiding diagnosis, surgical planning and/or
treatment planning. The linking provides a mechanism to
associate the measurements with viewed structure, allowing
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more efficient communication between physician and patient,
among physicians and for training.

In act 20, at least one three-dimensional representation is
generated and displayed. Three-dimensional representations
represent the volume. Three-dimensional rendering, such as
orthogonal or perspective rendering, represent the volume
from a selected viewing direction and/or location. Minimum,
maximum, average or other projection, alpha blending or
other rendering is used. Shading, opacity control, or other
now known or later developed volume rendering effects may
be used. Alternatively, surface rendering is provided.

Another three-dimensional representation is multiplanar
reconstruction. Two or more two-dimensional images at dif-
ferent locations in the volume are rendered substantially
simultaneously. For example, three orthogonal planes inter-
sect at the navigation or cameral location. Three two-dimen-
sional images represent the volume. As the virtual camera
changes locations or alters position, the location of the planes
within the scanned volume changes to maintain the intersec-
tion throughout movement of the virtual camera. The update
rate of plane positions is the same or different from the update
rate of positioning of the virtual camera. One or more planes
and associated images not intersecting the current position of
the virtual cameral may be provided.

One or more three-dimensional representations are dis-
played substantially simultaneously. FIGS. 2A-C and 4A-C
show two embodiments displaying three-dimensional repre-
sentations. FIG. 2A shows a perspective rendering 30 and a
multiplanar reconstruction 32. Optional graphics may over-
lay the images, such as indicating a navigation path 34 on the
multiplanar reconstruction 32. The navigation path 34 corre-
sponds to previous and current locations of navigation. FIGS.
2B and 2C show the same volume rendered for different
locations. FIGS. 4A-C shows three-dimensional representa-
tions at different times.

The two-dimensional image or images 32 are displayed
substantially simultaneously with the three-dimensional ren-
dering image 30. The update or refresh rate of the different
images may be different, but the user sees the images at
generally a same time. In one embodiment, the multiplanar
reconstructions 32 are displayed at a same time as the three-
dimensional perspective rendered image 30. The multiplanar
reconstructions 32 and perspective rendering 30 are oriented
relative to each other.

One or more of the three-dimensional representations may
include a graphic indicating a current location. For example,
the images of the multiplanar reconstruction 32 include a
representation of the position of the virtual camera. One,
more, or all of the two-dimensional images include the rep-
resentation. Any representation may be used, such as a dot. A
camera icon, an intersection of lines, an arrow or other rep-
resentation may be used. The representation indicates the
position to the user. The representation includes or does not
include additional graphics in other embodiments. For
example, dashed lines or a shaded field represents the field of
view.

Additional three-dimensional ultrasound representations
are generated as a function of navigation within the volume.
A sequence of three-dimensional representations is displayed
as a function of time, location or time and location. For
example, a static set of data represents a scanned volume. As
the user navigates, repositioning the virtual camera into dif-
ferent locations, different renderings result. FIGS. 2A-C
show three-dimensional representations for different loca-
tions within a vessel. As another example, different render-
ings result from different data sets with or without reposition-
ing the virtual camera. The renderings result from imaging a
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sequence. FIGS. 4A-C show three-dimensional representa-
tions for different times during a heart cycle. FIG. 4A corre-
sponds to imaging a left ventricle when viewed from inside
looking up towards a mitral valve at the time of the valve
opening. FIG. 4B corresponds to imaging at diastole. FIG. 4C
corresponds to imaging at systole.

The three-dimensional ultrasound representations are each
associated with a measurement of the parameter. Parameter
values correspond to respective ones of the three-dimensional
representations. For example, the displays of FIGS. 2A-C are
on a same display screen with the displays of FIGS. 3A-C,
respectively. As the three-dimensional representations are
generated, such as due to navigation through the volume,
synchronous measurements are performed or indicated from
previously performed measurements. The three-dimensional
ultrasound representations correspond to particular param-
eter values as a function oflocation, time or location and time.
In the examples of FIGS. 2 and 3, the graph of parameter
values ends at a current location represented by the currently
displayed three-dimensional representations. As the user or
processor navigates in a fly-through of an at least partially
enclosed structure, the three-dimensional ultrasound repre-
sentations are rendered, and linked measurements are per-
formed during the fly-through.

In an alternative embodiment, the parameter values are
linked or synchronized with the three-dimensional represen-
tations in the display after or during navigation. FIGS. 5A-C
each show the parameter values over a heart cycle. The
parameter values are previously measured or are measured as
navigation occurs. As different three-dimensional represen-
tations are generated during navigation, the linked or syn-
chronized parameter value is highlighted. For example, a
color, line or other graphic indicates a location, time or loca-
tion and time on the display of the parameter. The indication
corresponds to the currently displayed three-dimensional
ultrasound representation associated with the highlighted
location, time or location and time.

Synchronizing the imaging and measurements during
navigation may assist in diagnosis by the user. Synchronizing
the imaging and measurements may assist alternatively or
additionally with navigation. In act 22 of FIG. 1, a parameter
value is selected. The selection is manual, such as receiving a
selected time, location or time and location. Referring to
FIGS. 5B and 5C, the user clicks on the graph or positions the
bar along the graph of parameter values displayed as a func-
tion of time. Alternatively, the selection is automatic. For
example, a processor determines a time, location or time and
location associated with a minimum, maximum, mean, Or
other characteristic of the parameter values.

One or more linked three-dimensional ultrasound repre-
sentations are displayed in act 20 in response to the selection
of act 22 based on the synchronization of act 18. The three-
dimensional ultrasound representation corresponds to the
selected time, location or time and location. As different
parameter values are selected, related or linked three-dimen-
sional representations are displayed. For example, the user or
processor slides the cursor or bar on the graph of parameter
values. The displayed three-dimensional representations
change in synchronization with the cursor change in position.

FIG. 6 shows one embodiment of a system for synchro-
nized ultrasound imaging and measurement. The system
implements the method of FIG. 1 or other methods. The
system is a medical ultrasound acquisition and imaging sys-
tem, such as cart based, portable or handheld ultrasound
system. Other medical acquisition systems may be used, such
as computed tomography, magnetic resonance, positron
emission or other imaging systems. In alternative embodi-
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ments, the system is a computer, personal computer, laptop,
DICOM workstation or other workstation. For example, a
desktop application processes medical data or ultrasound vol-
umes offline. The offline-processing unit receives ultrasound
3D or 4D volumes. Offline volume processing software
manipulates the volume for navigation and rendering as dis-
cussed herein. The system may include additional, different
or fewer components. For example, a user input, such as a3D
joystick, keyboard, mouse, trackball, or similar device, is
provided for manual control of navigation or selection of
parameter values. As another example, a network connection
is provided for remote manipulation of the system, remote
navigation or remote selection.

The processor 40 is a control processor, general processor,
digital signal processor, application specific integrated cir-
cuit, field programmable gate array, network, server, group of
processors, data path, combinations thereof or other now
known or later developed device for synchronizing imaging
and measurement. For example, the processor 40 as a single
component or a plurality of separate components (e.g., net-
work or group of processors) measures one or more param-
eters, generates displays and synchronizes the parameters
with three-dimensional imaging. The processor 40 operates
pursuant to instructions stored in the memory 42 or another
memory. The processor 40 is programmed for synchronizing
measurement, three-dimensional imaging, parameter display
and navigation.

A memory 42 stores the data sets representing the scanned
volume and/or instructions for implementing the synchroni-
zation, rendering, measurements, displays and/or navigation.
The memory 42 is a computer readable storage medium hav-
ing stored therein data representing instructions executable
by the programmed processor 40 for synchronizing measure-
ments and imaging. The instructions implement the pro-
cesses, methods and/or techniques discussed herein. The
memory 42 is a computer-readable storage media or memory,
such as a cache, buffer, RAM, removable media, hard drive or
other computer readable storage media. Computer readable
storage media include various types of volatile and nonvola-
tile storage media. The functions, acts or tasks illustrated in
the figures or described herein are executed in response to one
or more sets of instructions stored in or on computer readable
storage media. The functions, acts or tasks are independent of
the particular type of instructions set, storage media, proces-
sor or processing strategy and may be performed by software,
hardware, integrated circuits, filmware, micro code and the
like, operating alone or in combination. Likewise, processing
strategies may include multiprocessing, multitasking, paral-
lel processing and the like. In one embodiment, the instruc-
tions are stored on a removable media device for reading by
local or remote systems. In other embodiments, the instruc-
tions are stored in a remote location for transfer through a
computer network or over telephone lines. In yet other
embodiments, the instructions are stored within a given com-
puter, CPU, GPU or system.

The memory 42 may store alternatively or additionally
medical image data for generating images. The medical data
is ultrasound, MRI, CT or other medical imaging data. The
medical data is of display values or data prior to mapping for
display.

The display 44 is a CRT, LCD, projector, plasma, or other
display for displaying three-dimensional representations,
graphics, numerical values, combinations thereof or other
information. The display 44 receives parameter values or
graphics from the processor 40. The display 44 shows images
of the graphics, parameter values and/or three-dimensional
representations. The 3D image may be displayed as a mono-
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scopic or stereoscopic image by a variety of means, such as
shutter glasses, autostereo panel, polarized glasses or holo-
gram.

While the invention has been described above by reference
to various embodiments, it should be understood that many
changes and modifications could be made without departing
from the scope of the invention. It is therefore intended that
the foregoing detailed description be regarded as illustrative
rather than limiting, and that it be understood that it is the
following claims, including all equivalents, that are intended
to define the spirit and scope of this invention.

We claim:

1. In a non-transitory computer readable storage medium
having stored therein data representing instructions execut-
able by a programmed processor for synchronized ultrasound
imaging and measurement, the storage medium comprising
instructions for:

measuring, from ultrasound data, a parameter as a function

of location, the measuring providing values of the
parameter for different locations;

synchronizing three-dimensional ultrasound representa-

tions with the location associated with the measured
parameter such that one of the three-dimensional repre-
sentations is provided for each of the values and ren-
dered from the corresponding ultrasound data and loca-
tion for the value; and

displaying the measured parameter as quantities or a graph

associated with the locations, the graph comprising a
displayed value axis representing an increasing range of
possible values and a displayed location axis where the
values are plotted along the location and value axes, and
the quantities comprising numbers or text;

wherein synchronizing comprises generating the three-di-

mensional ultrasound representations associated with
the measured parameter by navigating in a fly-through of
an at least partially enclosed structure and rendering the
three-dimensional ultrasound representations during the
fly-through, the fly-through comprising rendering from
different perspective locations within the at least par-
tially enclosed structure such that a sequence provided
by the three-dimensional ultrasound representations
uses the different perspective locations and simulates
moving through the at least partially enclosed structure,
and wherein the measured parameter is measured during
the fly-through as a function of the navigating.

2. The non-transitory computer readable storage medium
of claim 1 wherein synchronizing comprises measuring the
parameter linked to navigating through a volume for gener-
ating the three-dimensional representations.

3. The non-transitory computer readable storage medium
of claim 1 wherein measuring the parameter comprises mea-
suring the parameter as a function of time.

4. The non-transitory computer readable storage medium
of claim 1 wherein measuring the parameter comprises mea-
suring the parameter as a function of location.

5. The non-transitory computer readable storage medium
of claim 1 wherein the synchronizing of the three-dimen-
sional representations comprises synchronizing the three-di-
mensional representations as multiplanar reconstructions,
three-dimensional renderings, or multiplanar reconstructions
and three-dimensional renderings.

6. The non-transitory computer readable storage medium
of claim 1 wherein the synchronizing of the three-dimen-
sional representations comprises synchronizing the three-di-
mensional representations as orthogonal or perspective ren-
derings.

40
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7. The non-transitory computer readable storage medium
of claim 1 further comprising:

receiving a selection of location; and

generating at least one of the three-dimensional represen-

tations as a function of the selection.
8. The non-transitory computer readable storage medium
of claim 1 wherein measuring from ultrasound data com-
prises calculating an area, a volume, a stenosis level, a diam-
eter, a derivative thereof, or combinations thereof.
9. In a non-transitory computer readable storage medium
having stored therein data representing instructions execut-
able by a programmed processor for synchronized ultrasound
imaging and measurement, the storage medium comprising
instructions for:
displaying a parameter from ultrasound data as a function
of time, location or time and location, the displaying
comprising displaying a graph with a displayed value
axis representing an increasing range of possible values
of the parameter and a displayed location or time axis
where values of the parameter are plotted along the
location or time and value axes;
receiving a selection on the graph of a time, location or time
and location relative to the display of the parameter; and

generating a three-dimensional ultrasound representation
corresponding to the selected time, location or time and
location.

10. The non-transitory computer readable storage medium
of claim 9 further comprising:

generating an additional three-dimensional ultrasound rep-

resentation as a function of navigation within a volume;
measuring the parameter as function of the navigation in
the volume; and

synchronizing the navigation with the measured param-

eters.

11. The non-transitory computer readable storage medium
of claim 10 wherein synchronizing the navigation comprises
measuring the parameters as the plurality of three-dimen-
sional ultrasound representations is generated.

12. In a non-transitory computer readable storage medium
having stored therein data representing instructions execut-
able by a programmed processor for synchronized ultrasound
imaging and measurement, the storage medium comprising
instructions for:

acquiring ultrasound data representing anatomy;

displaying a graph or atable including a parameter from the

ultrasound data as a function of time, location or time
and location, the graph or table having a first axis labeled
as a parameter axis and a second axis labeled as a time or
location axis and having values of the parameter plotted
along the first and second axes;

displaying a three-dimensional ultrasound representation

of the anatomy with the ultrasound data; and

linking the display of the parameter to the display of the

three-dimensional ultrasound representation such that
selection of a time or location on the graph or table
controls the three-dimensional ultrasound representa-
tion being displayed.

13. The non-transitory computer readable storage medium
of claim 12 wherein displaying the three-dimensional ultra-
sound representation comprises displaying a multiplanar
reconstruction, an orthogonal rendering, a perspective ren-
dering or combinations thereof.

14. The non-transitory computer readable storage medium
of claim 12 wherein linking comprises highlighting a loca-
tion, time or location and time on the display of the parameter
and the three-dimensional ultrasound representation associ-
ated with the highlighted location, time or location and time.
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15. The non-transitory computer readable storage medium
of claim 12 wherein displaying the three-dimensional ultra-
sound representation comprises displaying a sequence of
three-dimensional representations as a function of time, loca-
tion or time and location, and wherein linking comprises
generating the parameter values corresponding to respective
ones of the three-dimensional representations.

16. The non-transitory computer readable storage medium
of claim 12 wherein linking comprises associating the three-
dimensional ultrasound representation with a particular
parameter value as a function of location, time or location and
time, and wherein displaying the three-dimensional ultra-
sound representation comprises displaying the three-dimen-
sional ultrasound representation associated with a selected
time, location or location and time.

17. In a non-transitory computer readable storage medium
having stored therein data representing instructions execut-
able by a programmed processor for synchronized ultrasound
imaging and measurement, the storage medium comprising
instructions for:

providing ultrasound data representing anatomys

linking virtual endoscopic imaging with quantitative mea-

surement results as a function of fly-through distance,
time or fly-through distance and time; and

displaying the quantitative measurement results as a func-

tion of fly-through distance, time or fly-through distance

15
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and time as the renderings are performed for the corre-
sponding fly-through distance, time or fly-through dis-
tance and time, the linking providing for simultaneous
display of the quantitative measurement results with the
imaging for the same fly-through distance, time or fly-
through distance and time, the quantitative measurement
results displayed as a graph or table having a first axis
labeled as a parameter axis and a second axis labeled as
a time or location axis and having values of the param-
eter plotted along the first and second axes.

18. The non-transitory computer readable storage medium
having instructions of claim 17 wherein the linking with the
virtual endoscopic imaging comprises linking with, as the
virtual endoscopic imaging, orthogonal or perspective ren-
dering of the ultrasound data representing a volume.

19. The non-transitory computer readable storage medium
having instructions of claim 17 wherein the linking compris-
ing linking the virtual endoscopic imaging with the quantita-
tive measurement results, the virtual endoscopic imaging and
the quantitative measurement results being derived from the
ultrasound data, the ultrasound data comprising stored or
real-time ultrasound data representing a volume at one time or
a volume as a function of time.
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