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ABSTRACT

Synthetic-aperture ultrasound tomography systems and
methods using scanning arrays and algorithms configured to
simultaneously acquire ultrasound transmission and reflec-
tion data, and process the data for improved ultrasound
tomography imaging, wherein the tomography imaging com-
prises total-variation regularization, or a modified total varia-
tion regularization.
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ULTRASOUND WAVEFORM TOMOGRAPHY
WITH TV REGULARIZATION

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] Thisapplicationisa 35 U.S.C. §111(a) continuation
of PCT international application number PCT/US2013/
024545 filed on Feb. 3, 2013, incorporated herein by refer-
encein its entirety, which claims priority to, and the benefit of,
U.S. provisional patent application Ser. No. 61/594,865, filed
on Feb. 3, 2012, incorporated herein by reference in its
entirety. Priority is claimed to each of the foregoing applica-
tions.

[0002] The above-referenced PCT international applica-
tion was published as PCT International Publication No. WO
2013/116809 on Aug. 8, 2013, incorporated herein by refer-
ence in its entirety.

STATEMENT REGARDING FEDERALLY
SPONSORED RESEARCH OR DEVELOPMENT

[0003] This invention was made with Government support
under Contract No. DE-AC52-06NA25396 awarded by the
Department of Energy. The Government has certain rights in
the invention.

INCORPORATION-BY-REFERENCE OF
COMPUTER PROGRAM APPENDIX

[0004] Not Applicable
NOTICE OF MATERIAL SUBJECT TO
COPYRIGHT PROTECTION
[0005] A portion of the material in this patent document is

subject to copyright protection under the copyright laws of
the United States and of other countries. The owner of the
copyright rights has no objection to the facsimile reproduc-
tion by anyone of the patent document or the patent disclo-
sure, as it appears in the United States Patent and Trademark
Office publicly available file or records, but otherwise
reserves all copyright rights whatsoever. The copyright owner
does not hereby waive any of its rights to have this patent
document maintained in secrecy, including without limitation
its rights pursuant to 37 C.F.R. §1.14.

BACKGROUND OF THE INVENTION

[0006] 1. Field of the Invention

[0007] This invention pertains generally to imaging, and
more particularly to ultrasound imaging using a synthetic
aperture ultrasound ray tomography and ultrasound wave-
form tomography.

[0008] 2. Description of Related Art

[0009] Breast cancer is the second-leading cause of cancer
death among American women. The breast cancer mortality
rate in the U.S. has been flat for many decades, and has
decreased only about 20% since the 1990s. Early detection is
the key to reducing breast cancer mortality. There is an urgent
need to improve the efficacy of breast cancer screening. Ultra-
sound tomography is a promising, quantitative imaging
modality for early detection and diagnosis of breast tumors.
[0010] Ultrasound waveform tomography is gaining popu-
larity, but is computationally expensive, even for today’s
fastest computers. The computational cost increases linearly
with the number of transmitting sources.
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[0011] Synthetic-aperture ultrasound has great potential to
significantly improve medical ultrasound imaging. In a syn-
thetic aperture ultrasound system, ultrasound from each ele-
ment of a transducer array propagates to the entire imaging
domain, and all elements in the transducer array receive scat-
tered signals.

[0012] Many conventional ultrasound systems record only
180° backscattered signals. Others are configured to receive
only transmission data from the scanning arrays. Accord-
ingly, these systems suffer from extensive computational
costs, insufficient resolution, or both.

[0013] Waveform inversion can be implemented either in
the time domain, or in the frequency domain. Because of the
ill-posedness caused by the limited data coverage, multiple
local-minimum solutions exist, and therefore, certain stabili-
zation numerical techniques need to be incorporated within
inversion process to obtain a global-minimum solution. In
recent years, many approaches have been developed for this
purpose. Regularization techniques can be employed to alle-
viate the instability of the original problem. Preconditioning
approaches can also be used in waveform inversion to create
a well-conditioned problem with lower dimensions. In addi-
tion, prior information about the model can be introduced to
improve the convergence of waveform inversion.

BRIEF SUMMARY OF THE INVENTION

[0014] The system and method of the present invention
uses ultrasound data acquired using a synthetic-aperture
ultrasound system. The investigational synthetic-aperture
ultrasound tomography system of the present invention
allows acquisition of each tomographic slice of patient ultra-
sound data in real time. In the system, each element of the
transducer array transmits ultrasound sequentially, and ele-
ments in the transducer array simultaneously record ultra-
sound signals scattered from the tissue after each element is
fired. The features of the system and method of the present
invention provide a real-time synthetic-aperture system that
can be used for patient data acquisition.

[0015] In the synthetic-aperture ultrasound tomography
system of the present invention, ultrasound from each ele-
ment of a transducer array or a virtual source of multiple
elements propagates to the entire imaging domain, and all
elements in the transducer array receive ultrasound signals
reflected/scattered from the imaging region and/or transmit-
ted/scattered through the imaging region. Therefore, the
acquired synthetic-aperture ultrasound data contain informa-
tion of ultrasound reflected/scattered and transmitted from all
possible directions from the imaging domain to the trans-
ducer array to generate a more accurate, 3-D, high resolution
image, while minimizing computational costs of the system.
[0016] One aspect of the invention is an ultrasound wave-
form tomography method with the total-variation (TV) regu-
larization to improve sound-speed reconstructions of small
breast tumors. The nonlinear conjugate gradient (NCG)
method is used to solve waveform inversion with the TV
regularization. The gradient of the misfit function is obtained
using an adjoint state method.

[0017] Another aspect of the invention is a novel ultrasound
waveform tomography method with a modified total-varia-
tion regularization scheme, in which a separate regularization
term is added, such that the edge-preserving can be more
effective without adding too much extra computational cost.
[0018] We minimize the misfit function using an alternat-
ing minimization algorithm. The cost function is decomposed
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with the modified TV regularization into two regularization
problems, a L,-norm-based Tikhonov regularization problem
and a LL,-norm-based TV regularization problem. The non-
linear conjugate gradient (NCG) approach is used to solve for
the first Tikhonov regularization problem. Then, an adjoint
state method is used to compute the gradient of the misfit
function. The split-Bregman method to is used to solve the
second regularization problems. In one embodiment, the use
of the split-Bregman method allows for computations that are
(a) it is computationally efficient; and (b) the selection of the
smoothing parameter in the TV regularization term can be
avoided.

[0019] Further aspects of the invention will be brought out
in the following portions of the specification, wherein the
detailed description is for the purpose of fully disclosing
preferred embodiments of the invention without placing limi-
tations thereon.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWING(S)

[0020] The invention will be more fully understood by ref-
erence to the following drawings which are for illustrative
purposes only:

[0021] FIG. 1 is a schematic diagram of a synthetic-aper-
ture ultrasound system in accordance with the present inven-
tion.

[0022] FIG. 2 is a schematic diagram of a synthetic-aper-
ture ultrasound tomography system for scanning breast tissue
in accordance with the present invention

[0023] FIG. 3 is a schematic diagram of the scanner of the
ultrasound tomography system of FIG. 1 interrogating a
region of tissue.

[0024] FIG. 4 shows flow diagram of a method for sequen-
tially exciting a region of tissue and acquiring reflection and
transmission data in accordance with the present invention.
[0025] FIG. 5illustrates a schematic view of a two parallel-
bar ultrasound transducer array scanner.

[0026] FIG. 6 illustrates a schematic view of a scanner
comprising two parallel planar arrays.

[0027] FIG.7shows a schematic view ofa cylindrical array
scanner having a cylindral 2-D array of transducers and a 2-D
planner array at the bottom of the cylinder.

[0028] FIG. 8 shows a flat transducer configured to gener-
ate a collimated beam.

[0029] FIG. 9 shows an arcuate transducer configured to
generate a diverging beam.

[0030] FIG. 10 shows a schematic view of a torroidal array
scanner having a a circular array of transducers.

[0031] FIG. 11 shows a schematic view of a synthetic-
aperture ultrasound breast tomography scanner that incorpo-
rates use of two circular transducer arrays.

[0032] FIG. 12 shows a schematic view of a scanner com-
prising a semicircular or arcuate array having transducers in
an opposing or facing orientation with planar array.

[0033] FIG. 13 illustrates a scanner that reduces the 2D
arrays in FIG. 12 to 1D arrays.

[0034] FIG. 14 is a flow diagram of a synthetic aperture
ultrasound tomography method in accordance with the
present invention.

[0035] FIG. 15 shows an image of anumerical breast phan-
tom containing two different tumors.
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[0036] FIG. 16A and FIG. 16B show imaging results (to-
mographic reconstruction in FIG. 16A., and vertical profile
along the center of the tumors in FIG. 16B) obtained using
only the reflection data.

[0037] FIG. 17A and FIG. 17B show imaging results (to-
mographic reconstruction in FIG. 17A, and vertical profile
along the center of the tumors in FIG. 17B) obtained using
only the transmission data.

[0038] FIG. 18A and FIG. 18B show imaging results (to-
mographic reconstruction in FIG. 18A, and vertical profile
along the center of the tumors in FIG. 18B) obtained using
both transmission and reflection data simultaneously in
accordance with method of the present invention.

[0039] FIG. 19 illustrates a method for generating the ultra-
sound waveform step of FIG. 14 using both transmission and
reflection data for ultrasound waveform tomography.

[0040] FIG. 20A through FIG. 20B show tomographic
reconstruction results for tomographic reconstruction with a
modified total-variation regularization scheme using only
reflection data.

[0041] FIG. 21A through FIG. 21B show results for tomo-
graphic reconstruction with a modified total-variation regu-
larization scheme obtained using only transmission data.
[0042] FIG. 22A through FIG. 22B show results for tomo-
graphic reconstruction with a modified total-variation regu-
larization scheme obtained using both transmission and
reflection data in accordance with the present invention.
[0043] FIG. 23 shows a flow diagram for a computational
method for solving the TV regularization problem of the
present invention.

[0044] FIG. 24 shows a flow diagram for a computational
method for solving the modified TV regularization problem
of the present invention.

[0045] FIG. 25 shows an algorithm using NCG to solve a
step in the method of FIG. 24.

[0046] FIG. 26 shows an algorithm using Split Bregman
iteration to solve a step in the method of FIG. 24.

[0047] FIG. 27A and FIG. 27B are images showing a
numerical breast phantom containing two small breast
tumors.

[0048] FIG. 28A through FIG. 28C show sound-speed
reconstructions obtained using ultrasound waveform tomog-
raphy with (FIG. 28A) Tikhonov regularization, (FIG. 28B)
TV regularization, and (FIG. 28C) modified TV regulariza-
tion.

[0049] FIG. 29A through FIG. 29C show horizontal pro-
files of the waveform tomography reconstructions through
the center of the large tumor with (FIG. 29A) Tikhonov regu-
larization, (FIG. 29B) TV regularization, and (FIG. 29C)
modified TV regularization.

[0050] FIG. 30A through FIG. 30C show horizontal pro-
files of the waveform tomography reconstructions through
the center of a small tumor with (FIG. 30A) Tikhonov regu-
larization, (FIG. 30B) TV regularization, and (FIG. 30C)
modified TV regularization.

[0051] FIG. 31A through FIG. 31C show images of
numerical breast phantom FIG. 31A containing two tumors
with sizes of 0.75 mm (half a wavelength) and 1.5 mm (1
wavelength), TV reconstruction (FIG. 31B), along with
modified TV reconstruction (FIG. 31C).

[0052] FIG. 32A and FIG. 32B are images showing hori-
zontal profiles of the result of ultrasound waveform tomog-
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raphy with TV regularization through the center of the large
tumor (FIG. 32A), and through the center of the small tumor
(FI1G. 32B).

[0053] FIG. 32C and FIG. 32D are images showing hori-
zontal profiles of the result of ultrasound waveform tomog-
raphy with modified TV regularization through the center of
the large tumor (FIG. 32C), and through the center of the
small tumor (FIG. 32D).

[0054] FIG. 33A through FIG. 33C show images of
numerical breast phantom (FIG. 33A) containing two tumors
with sizes of 1.5 mm (1 wavelength) and 2.25 mm (1.5 wave-
lengths), TV reconstruction (FIG. 33B), along with modified
TV reconstruction (FIG. 33C).

[0055] FIG. 34A and FIG. 34B are images showing hori-
zontal profiles of the result of ultrasound waveform tomog-
raphy with TV regularization through the center of the large
tumor (FIG. 34A), and through the center of the small tumor
(FIG. 34B).

[0056] FIG. 34C and FIG. 34D are images showing hori-
zontal profiles of the result of ultrasound waveform tomog-
raphy with modified TV regularization through the center of
the large tumor (FIG. 34C), and through the center of the
small tumor (FIG. 34D).

[0057] FIG. 35A through FIG. 35C show images of
numerical breast phantom FIG. 35A containing two tumors
with sizes of 3.0 mm (2 wavelengths) and 3.75 mm (2.5
wavelengths), TV reconstruction (FIG. 35B), along with
modified TV reconstruction (FIG. 35C).

[0058] FIG. 36A and FIG. 36B are images showing hori-
zontal profiles of the result of ultrasound waveform tomog-
raphy with TV regularization through the center of the large
tumor (FIG. 36A), and through the center of the small tumor
(FIG. 36B).

[0059] FIG. 36C and FIG. 36D are images showing hori-
zontal profiles of the result of ultrasound waveform tomog-
raphy with modified TV regularization through the center of
the large tumor (FIG. 36C), and through the center of the
small tumor (FIG. 36D).

[0060] FIG. 37A through FIG. 37C show images of
numerical breast phantom FIG. 37A containing two tumors
with sizes of 3.75 mm (2.5 wavelengths) and 4.5 mm (3
wavelengths), TV reconstruction (FIG. 37B), along with
modified TV reconstruction (FIG. 37C).

[0061] FIG. 38A and FIG. 38B are images showing hori-
zontal profiles of the result of ultrasound waveform tomog-
raphy with TV regularization through the center of the large
tumor (FIG. 38A), and through the center of the small tumor
(FIG. 38B).

[0062] FIG. 38C and FIG. 38D are images showing hori-
zontal profiles of the result of ultrasound waveform tomog-
raphy with modified TV regularization through the center of
the large tumor (FIG. 38C), and through the center of the
small tumor (FIG. 38D).

DETAILED DESCRIPTION OF THE INVENTION

[0063] The description below is directed to synthetic aper-
ture ultrasound tomography systems for imaging a medium
such as patient tissue, along with ultrasound waveform
tomography methods for acquiring and processing data
acquired from these systems, or other systems that may or
may not be available in the art.

[0064] The synthetic-aperture breast ultrasound tomogra-
phy system of the present invention uses synthetic-aperture
ultrasound to obtain quantitative values of mechanical prop-
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erties of breast tissues. In this system, each transducer ele-
ment transmits ultrasound waves sequentially, and when an
ultrasound transducer element transmits ultrasound waves
propagating through the breast, all ultrasound transducer ele-
ments (at least within a portion of an array) simultaneously
receive ultrasound reflection/transmission, or forward and
backward scattering signals. The ultrasound reflection/trans-
mission signals are used to obtain quantitative values of
mechanical properties of tissue features (and in particular
breast tumors), including the sound speed, density, and
attenuation.

[0065] Whilethe systems and methods described below are
particularly directed and illustrated for imaging of breast
tissues, it is appreciated that the systems and methods may
also be employed for waveform tomography on other tissues
or scanning mediums.

[0066] I.Synthetic Aperture Ultrasound Tomography Sys-
tem
[0067] FIG. 1 is a schematic diagram of a synthetic-aper-

ture ultrasound system 10 in accordance with the present
invention. The system 10 includes a scanner 12 comprising a
plurality of individual transducer elements 16 disposed
within one or more arrays (e.g. the opposing parallel arrays
14a and 145 shown in FIG. 1). The scanner 12 is coupled to a
server or like computing apparatus 20 (e.g. with a cable 15 or
other connection means such as, but not limited to, a wireless
connections means) and synthetic aperture ultrasound data
acquisition system 18 that outputs RF data 28 corresponding
to readings acquired by the scanner 12.

[0068] The computer 20 comprises a processor 24 config-
ured to operate one or more application programs 22 located
within memory 25, wherein the application programs 22 may
contain one or more algorithms or methods of the present
invention for imaging a tissue medium for display via a
graphical user interface 23 on monitor 26, or other means. For
example, the application programming 22 may comprise the
programming configured for operating the sequential excita-
tion method 50 shown in FIG. 4 or ultrasound waveform
tomography imaging method 200 shown in FIG. 14. The
computer 20 controls ultrasound tomography data acquisi-
tion, and the process is completed automatically. The whole-
breast scanning time with approximately 100 slides takes
approximately 2 minutes.

[0069] FIG. 2 is a schematic view of a breast ultrasound
tomography system 11 in accordance with the present inven-
tion. System 11 includes a table 70 having a water tank 76
with an open aperture at the top of the table 70 for insertion of
the patient’s breast tissue (which ideally hangs pendant
within water tank 76 during imaging). Tank 76 includes one
or more synthetic-aperture ultrasound transducer arrays 74
located within one or more surfaces of the tank. The trans-
ducer array(s) 74 are immersed within the water tank 76
configured for receiving the patients breast 44 through aper-
ture 72, and scanning the breast 44 while the patient is lying
down on the table 70 in the prone position. As described in
further detail below, transducer array(s) 74 may comprise a
number of different configurations, with the water tank hous-
ing 76 shaped accordingly to house the array(s) 74. The water
tank housing 76 material preferably comprises a light, non-
conductive material that conforms to the shape of the array(s)
74 (e.g. rectangular for 2-parallel bar array scanner 12 of FIG.
1, or cylindrical for the scanners 110, 120 and 130 shown in
FIG. 7, FIG. 10 and FIG. 11, respectively).
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[0070] Positioning of the active areas of all array(s) 74
relative to the water tank housing 76 is preferrably aligned
such that the ultrasound energy for the transducer elements 16
(FIG. 1) is focused onto the same plane perpendicular to the
housing (for parallel bar scanner 12 (FIG. 5) or planar 100
(FIG. 6) arrays). The arrays (e.g. arrays 14a and 145, FIG. 1)
are preferrably electrically isolated and grounded.

[0071] Thesystem 11 includes a data acquisition system 18
that may be coupled to a computer system or electronics 78
that control scanning. The data acquisition system 18 may
also be coupled to a computer 20 for running application
programming 22 (FIG. 1) to perform tomography reconstruc-
tions.

[0072] During the ultrasound data acquisition in the syn-
thetic-aperture ultrasound tomography system 10, the raw
ultrasound data 28 (radio-frequency data) may be first stored
within computer memory 25 (FIG. 1) (which may comprise
solid state drives or other storage means available in the art),
allowing real-time patient data acquisition for clinical appli-
cations.

[0073] FIG. 3is a schematic diagram of the two parallel bar
arrays 14a and 145 of scanner 12 of FIG. 1 shown interrogat-
ing a region of tissue 44 (e.g. breast tissue for mammography)
in accordance with a preferred method of the present inven-
tion. The ultrasound imaging system 10 focuses an array 14a
and 145 of N transducers 16 acting in a transmit-receive
mode. Each element of the array 14a 145 is excited sequen-
tially (e.g. transducer 3 of array 14a is shown in excitation
mode) to generate an ultrasound field or signal 30 through the
tissue surface 40 and into tissue medium 44 having a plurality
of point scatterers 42. The backscattered signals 32 are mea-
sured in parallel by all N elements 16. In addition, opposing
array 145 transducers are positioned facing array 14a such
that one or more elements of the array 145 receive direct
transmission signals 30 simultaneously with reception of
backscatter or reflection signals 32 being received by array
14a.

[0074] FIG. 4 shows flow diagram of a method 50 for
sequentially exciting a region of tissue 44 in accordance with
the present invention. At step 52, a first element (e.g. element
1 or 1) of array 14a 1456 of N ultrasound transducer elements
16 is excited for interrogating an inhomogeneous medium 44.
At step 54, the backscattered/reflected signals 32 are
received/measured by all elements 16 (of at least 144), while
transmission signals 30 are received/measured by one or
more elements 16 of array 14b. At step 58, the method evalu-
ates whether all the elements 16 in the arrays 14a and 145
have been excited (and imaged). If the last element in the
arrays 14a, 145 has not been reached, the method moves to the
next element 16 in the array (14a or 14b) at step 60, and
repeats the process sequentially until the N” element is
reached. At this point, the individual reflection/transmission
data are RF data, and the process 50 transfers the RF data to
memory or solid state drives 25 at step 64.

[0075] In the phased transducer arrays for synthetic-aper-
ture breast ultrasound tomography, a plurality of transducer
elements 16 are fired with different delayed times to simulate
ultrasound waves emerging from a virtual point source. The
systems and methods of the present invention preferrably use
the virtual point sources of the synthetic-aperture breast ultra-
sound tomography system to improve signal-to-noise ratios
of breast ultrasound data.

[0076] The various scanning arrays invention, described
below with reference to FIG. 5 through FIG. 7 and FIG. 10
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through FIG. 13, are shown to illustrate that the systems 10,
11 and methods 50, 200 may be achieved in various configu-
rations. Yet, the scanning arrays of FIG. 5 through FIG. 7 and
FIG. 10 through FIG. 13 all share at least one common char-
acteristic in that at a plurality of transducers 16 of an array, or
portion of an array, oppose (at a spaced-apart distance across
the target scanning medium 44) a plurality of transducers 16
of either another portion of the array, or a separate array, so
that reflection and transmission data may be acquired with
each successive transducer excitation. The following are spe-
cific examples of arrays that may be used in the systems 10, 11
and methods 50, 200 of the present invention. However, other
configurations are contemplated. In each of these configura-
tions, the scanner 74 is shown without table 70 or housing 76
for clarity.

[0077] A. Dual Parallel-Bar Array Scanner

[0078] FIG. 5illustrates a two parallel-bar ultrasound trans-
ducer array scanner 12, which is illustrated in reference to
implementation within system 10 in FIG. 1, and schemati-
cally in operation as a synthetic-aperture scanner in FIG. 3.
[0079] As shown in FIG. 5, the two arrays 144 and 145 are
shown in opposing orientation (e.g facing eachother and
matching in location along x-axis in FIG. §), and positioned in
the x-y plane (preferrably parallel to table 70 in FIG. 2, such
that they are spaced-apart across the scanning region 44. Each
of the 14a and 144 comprises a plurality of N transducers 16
(e.g. count of 128) linearly aligned in series (shown in along
the x-axis for reference) as parallel-phased arrays firing
toward each other in operation (see FIG. 3).

[0080] A robotic stage 90 is provided so that the arrays can
move in unison vertically along the z-axis to scan the tissue
44. The transducer arrays 14a and 144 are configured to scan
the breast 44 from the chest wall to the nipple region, slice by
slice. To image the axillary region (region of breast closest to
the armpit of the patient, not shown), the two transducer
arrays 14a and 145 can be steered toward the axillary region,
with one of the transducer arrays placed near the axillary
region. The axillary region, or basin, is important to oncologic
surgeons, as it represents the principal lymphatic drainage
region of the breast. Lymphatic metastasis from a malignant
breast lesion will most often occur in this region.

[0081] Arrays 14a and 145 may also be translated (either in
concert, or with respect to each other) in the x and y axes to
closely conform to varying patient anatomy.

[0082] Referring to FIG. 8 and FIG. 9, the transducer 16
may either be flat or circular, and the surface of the transducer
element 16 may either be flat, as in transducer 16« in FIG. 8,
or arcuate in shape, as shown in transducer 165 of FIG. 9. The
flat transducer 16a of FIG. 8 generates a collimated beam 17,
whereas the curvilinear transducer 165 of FIG. 9 has a focal
point P that is behind the emitting surface to generate a
diverging beam 19 (defocused or lens configuration prefer-
ably in the y-z plane) across a field of view from A to B
(centered on C). The curvilinear transducer 165 of FIG. 9
helps get a 3-D volume while scanning, and is particularly
useful with line arrays such as those in FIG. 5, F1G. 10, FIG.
11, and FIG. 13.

[0083] In one embodiment, exemplary dimensions for the
arrays 14a and 145 and transducers 16 are as follows: a length
inside the water tank along X-axis (the horizontal direction)
of 16 inches, with 19.2 inches along Y-axis (the horizontal
direction) and 16 inches in height along Z-axis (the vertical
direction). The distances from the ends of the ultrasound
phased transducer arrays 14a and 145 to the inside walls of
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the water tank along X -axis are approximately 3.8425 inches.
In one embodiment, the horizontal distance between the front
surfaces of the two parallel phased ultrasound transducer
arrays can be adjusted from 12 cm to 25 cm, with a 1 cm
increment utilizing 14 different sets of spacer blocks. The
accuracy and precision of the horizontal position is ideally 5
microns or better. The vertical travel (Z axis) of the two
parallel ultrasound phased transducer arrays 14a and 145 is
10 inches from the top surface of the water level. The vertical
travel step interval can be adjusted to any value, such as 0.25
mm, 0.5 mm, 1 mm, and 2 mm.

[0084] In one embodiment, array 14a, 145 parameters are
as follows: center frequency of 1.5 MHz, bandwidth of ~80%
bandwidth (-6 dB) (measured for two-way sound propaga-
tion energy), the open angle of ultrasound waves emitting
from a single element at ~80°, with uniform transducer ele-
ments 16 (<1 dB variation, and uniform bandwidth for one-
way sound propagation energy).

[0085] In one embodiment, the arrays 14a, 14b comprise
1.5 MHz arrays with 384 elements each, equally spaced along
the array. In one example, the dimensions characteristics of
the transducer elements are as follows: elevation aperture: 15
mm, element width: 0.4 mm for 1.5 MHz arrays, elevation
focus: 10 cm away from the transducer element, with all
transducers configured to be aligned along the array and
perpendicular to the elevation plane.

[0086] Itis appreciated that the above dimensions and con-
figuration details are for reference purposes only, and such
characteristics may be varied accordingly.

[0087] The advantage of the configuration of scanner 12,
over, e.g. the planar arrays of FIG. 6, is that the system 10 is
using a fewer number of transducer elements.

[0088] B. Dual Parallel Planar Array Scanner

[0089] FIG. 6 illustrates a scanner 100 comprising two
parallel planar arrays 102a and 1025 aligned opposing each
other across the scanning medium 44. Arrays 102a and 1025
each comprise matching grids of 2-D arrays of transducers 16
(e.g. transducers 16 share the same locations in their respec-
tive x-z planes shown in FIG. 6). With the planar arrays the
scanner 100 generally does not need to be translated in the z
(vertical) direction.

[0090] There are generally two limitations for the syn-
thetic-aperture breast ultrasound tomography with the cylin-
drical or circular transducer arrays: (a) it is difficult to image
the axillary region of the tissue 44; and (b) one size of the
cylindrical or circular transducer array will either be under-
sized or oversized for most sizes of the breast.

[0091] Synthetic-aperture breast ultrasound tomography
with two parallel planar ultrasound transducer arrays 102a
and 1025 can overcome these two limitations. As shown in
FIG. 6, one planar/2D transducer array 1024 can be placed
close to the axillary region of the tissue 44. In addition, the
distance between the two planar ultrasound transducer arrays
102a and 1025 can be adjusted with respect to each other
(either manually or with robotic stage 90 as shown in FIG. 5)
to fit different sizes of the breast. The ultrasound transducer
elements 16 can be in circular or rectangular shape, and the
surface of the transducer element can be either flat or arc-
shaped, as shown in FIG. 8 and F1G. 9.

[0092] C. Cylindrical Array Scanner

[0093] FIG. 7 shows a cylindrical array scanner 110 having
a cylindrical 2-D array 112a of transducers 16 in the inside
surface of the cylinder wall 118 of the ultrasound transducer
array. A planar array of elements 1125 may also be positioned
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on the bottom surface 116 of the cylinder, which would pri-
marily capture backscattered signals.

[0094] With the singular cylindrical array scanner 110, a
first half of the semi-cylinder elements 16 will be opposed to
or facing the second half of the semi-cylinder elements 16,
and thus be positioned to receive direct transmission signals
30 (see FIG. 3) at least at varying degrees of angles of inci-
dence. Thus depending on the amount of defocusing within
each transducer, a plurality, or all, of the non-emitting trans-
ducers 16 will be able to receive a direct transmission signal
30 (FIG. 3) (at varying degrees) from the emitting transducer
16, leading to a full 3D ultrasound tomography image of the
breast.

[0095] Thetop end 114 ofthe cylinder is open, such that the
breast tissue 44 is immersed into the cylindrical array scarner
110 with 2D ultrasound transducer elements 16 surrounding
the tissue 44. As with previous embodiments, the ultrasound
transducer elements 16 can be in circular or rectangular
shape, and the surface of the transducer element can be either
flat or arc-shaped, as shown in FIG. 8 and FIG. 9.

[0096] D. Torroidal (Circular) Array Scanner

[0097] FIG. 10 shows a torroidal array scanner 120 having
a circular array 122 of transducers 16 aligned in a ring that is
configured to encircle the breast 44. A robotic stage 124 may
be provided to allow for translation of the array 122 to and
scan the breast 44 from the chest wall to the nipple region,
slice by slice.

[0098] With the singular torroidal array scanner 120, a first
half of the semi-circle elements 16 will be opposed to or
facing the second half of the semi-circle elements 16, and thus
be positioned to receive direct transmission signals 30 (see
FIG. 3) at least at varying degrees of angles of incidence.
Thus, depending on the amount of defocusing within each
transducer, a plurality, or all, of the non-emitting transducers
16 will be able to receive a direct transmission signal 30 (at
varying degrees) from the emitting transducer 16.

[0099] The circular array 122 preferably comprises defo-
cused lens-transducer elements 1656 as shown in FIG. 9,
enabling 3-D breast ultrasound tomography. One advantage
of the torroidal configuration 120 is using a fewer number of
transducer elements compared to the cylindrical transducer
array 110.

[0100] E. Dual Torroidal (Circular) Array Scanner

[0101] FIG. 11. shows another synthetic-aperture ultra-
sound breast tomography scanner 130 that incorporates use of
two circular transducer arrays (upper cirular array 132a and
lower circular array 1325).

[0102] Image resolution depends, at least in part, on ultra-
sound illumination of the target medium 44. To increase the
ultrasound out-of-plane illumination angle, an acoustic
diverging lens 165, as shown in FIG. 9, may be used to widen
the elevation beam to the desired level (e.g. between points B
and Cinthe upper cirular array 1324 and D and E in the lower
circular array 1325 (conically diverging beam)). Thus, the
defocused ultrasound transducer elements 165 transmit ultra-
sound waves propagating not only to the transducer elements
within the same circular array, e.g. between B and C in the
upper ring 132a, but also to the other circular transducer
array, e.g. between D and E in the lower ring 1325. The upper
transducer array 132a may be configured to scan the breast 44
from the chest wall position to the nipple region. At each
position, the lower transducer array 1325 may move to dif-
ferent vertical position in the z-axis to acquire ultrasound
data. This configuration leads to improved vertical resolution
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of breast ultrasound tomography images compared that
obtained using one circular transducer array as shown in FIG.
10.

[0103] In practice, the two circular ultrasound transducer
arrays 132a and 1325 are immersed into the water tank 76 and
both encircle the breast 44. One or both arrays 1324 and 1326
may be configured to translate vertically via a motorized stage
134. For example, during an ultrasound scan, the upper ciru-
lar array 1324 can be positioned against the chest wall, while
the lower cirular array 1326 moves upward from below the
nipple region, or vice versa.

[0104] As with previous embodiments, each element of one
transducer array is fired sequentially, and all elements of both
transducer arrays receive ultrasound scattering data 32. The
scanner 130 acquires not only ultrasound propagating from
one element to all elements within the same transducer array,
but also those ultrasound waves propagating from the emit-
ting element to all elements of the other transducer array,
leading to a full 3D ultrasound tomography image of the
breast.

[0105] Such a UST system 130 allows recording of volu-
metric ultrasound data, and the image resolution limited by
slice thickness will be alleviated. In one exemplary design,
the data acquisition electronics 18 allow a maximum of 768
parallel channels, so the number of transducers may be halved
perarray 132a and 1325. The coarser sampling in the plane of
the array will be compensated by the cross illuminations
[0106] The scanner 130 of FIG. 11 can significantly
improve image resolution and quality compared to those
obtained from an ultrasound tomography system with one
circular transducer array. A 3D ultrasound tomography sys-
tem 10 of this configuration will be operator independent,
which is critical for cancer screening, and will be more cost-
effective than an ultrasound tomography system with a cylin-
drical transducer array.

[0107] F.Combination 2D Planar and 2D-Arc Array Scan-
ner
[0108] FIG. 12 shows a scanner 140 comprising a semicir-

cular or arcuate array 1426 having transducers 16 in an oppos-
ing or facing orientation with planar array 142a, with target
tissue 44 disposed between the two. The scanner 140 provides
acombination of the advantages of the cylindrical transducer
array 110 with those of the 2D planner array 100. An ultra-
sound tomography system 10 with such combination oftrans-
ducer arrays improves the range of spatial coverage for data
acquisition, and the planar array 142 can still be placed near
the axillary region.

[0109] G. Combination 1D Beam and Arc Array Scanner
[0110] FIG. 13 illustrates a scanner 150 that reduces the 2D
arrays i FIG. 12 to 1D arrays (arcuate line array 1525 and
linear beam array 152a). This configuration, using a one-
dimeisional, straight-phased array 152a and a 1D arc-shaped
array, 152 reduces the number transducers 16, and thus the
number of channels required for data acquisition electronics
18, while improving the spatial coverage of data acquisition
compared to when using a two parallel phased transducer
array scanner 12 in FIG. 5.

[0111] II. Synthetic Aperture Ultrasound Tomography
Methods
[0112] Referring now to FIG. 14, a flow chart of a synthetic

aperture ultrasound tomography method 200 is shown. This
method is preferably used with any of the systems and scan-
ners shown in FIG. 1 through FIG. 14, although other scan-
ning systems are contemplated. Ideally, the method is used in
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conjunction with a scanner that has one or more arrays con-
figured so that a plurality of transducers 16 of an array, or
portion of an array, oppose (at a spaced-apart distance across
the target scanning medium 44) a plurality of transducers 16
of either another portion of the array, or a separate array, so
that reflection and transmission data may be acquired with
each successive transducer excitation.

[0113] At step 202, the method performs a synthetic aper-
ture ultrasound scan of the tissue medium in accordance with
the schematic illustration of scanner 12 FIG. 3. At step 204,
reflection and transission data are simultaneously acquired,
as shown in the method 50 of FIG. 4. At step 206, ultrasound
waveform tomagraphic imaging is performed on the acquired
reflection and transmission data to generate a high-resolution
ultrasound reconstruction image of the target medium 44.

[0114] As mentioned previously, a particular shortcoming
of existing ultrasound omographic imaging is that they either
use only transmission data, or reflection data only, for image
reconstructions. In contrast, the synthetic-aperture ultra-
sound tomography method 200 of the present invention
acquired both ultrasound transmission and reflection data at
the same time, and use both ultrasound transmission and
reflection data for tomographic reconstructions to greatly
improve the shapes and quantitative values of mechanical
properties of abnormalities.

[0115] FIGS. 15 through 18B demonstrate that using
numerical breast-phantom data from ultrasound waveform
tomography using both transmission and reflection data
simultaneously significantly improves the accuracy of tomo-
graphic reconstructions, compared to those obtained using
only ultrasound transmission data or only ultrasound reflec-
tion data.

[0116] Numerical phantom data was generated for a syn-
thetic-aperture ultrasound tomography system with a two
parallel phased transducer array scanner 12 as shown in FIG.
5. Each transducer array 14a, 155 is comprised of 384 evenly
distributed ultrasound transducer elements, with a pitch size
of 0.55 mm. The two transducer arrays were separated by 20
cm. The ultrasound source function used is a Ricker wavelet
with a central frequency of 1.0 MHz.

[0117] FIG. 15 shows an image of a numerical breast phan-
tom containing two different tumors (small, light tumor, and
larger dark tumor). The background sound-speed of the phan-
tom was 1500 ms, and those of the two tumor speeds were
1530 ms and 1550 ms, respectively. The diameters of the
tumors were 2.0 mm and 7.0 mm, and approximately 1.3
wavelengths and 4.6 wavelengths. The two tumors were posi-
tioned along the longitudinal direction relative to the ultra-
sound transducer arrays. A high-order finite-difference time-
domain wave-equation algorithm in accordance with step 206
was used to compute ultrasound transmission and reflection
data.

[0118] FIG. 16A and FIG. 16B show imaging results (to-
mographic reconstruction in FIG. 16A, and vertical profile
along the center of the tumors in FIG. 16B) obtained using
only the reflection data. FIG. 17A and FIG. 17B show imag-
ing results (tomographic reconstruction in FIG. 17A, and
vertical profile along the center of the tumors in FIG. 17B)
obtained using only the transmission data. F1G. 18A and FIG.
18B show imaging results (tomographic reconstruction in
FIG. 18A, and vertical profile along the center of the tumors
in FIG. 18B) obtained using both transmission and reflection
data simultaneously in accordance with method 200.
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[0119] The waveform tomographic reconstruction using
only the reflection data (FIG. 16A and FIG. 16B) provides
mostly the edge information of the tumors, and can distin-
guish the two tumors.

[0120] On the other hand, the waveform tomographic
reconstruction (FIG. 17A and FIG. 17B) using only the trans-
mission data gives mostly low spatial-wavenumber compo-
nents of the tumors, and it is almost impossible to separate the
two tumors.

[0121] By contrast, the waveform tomographic reconstruc-
tion using both the transmission and reflection data simulta-
neously (FIG. 18A and FIG. 18B) takes the advantages of the
above two kinds of tomographic reconstructions, and pro-
duces an image with much improved tumor edges and sound-
speed reconstructions.

[0122] A. Synthetic Aperture Ultrasound Waveform
Tomography with Regularization

[0123] FIG. 19 illustrates a preferred method 206 for gen-
erating the ultrasound waveform step of method 200 (FIG.
14) using both transmission and reflection data for ultrasound
waveform tomography. As shown in FIG. 19, reflection and
transmission data are input at step 210, and ray approximation
is performed at step 212 to generate an initial model. Next at
step 214, image reconstruction is performed by computing
the wave acoustic wave properties of the data by calculating
the mean square difference between the observed and syn-
thetic waveforms. In particular, step 214 is performed by
performing iterative waveform inversion with regularization,
as will be explained in further detail below. From a more basic
level, performing step 214 is achieved by solving the acoustic
wave equation of Eq. 1 with the minimization model of Eq. 5.

[0124] The acoustic-wave equation in the time-domain is
given by:
1 & vty o Eg. 1
Knae - (/ﬁ ] plr, 0 =s(r, 1),

where p(r) is the density, K(r) is the bulk modulus, s(t) is the
source term, and p(r, t) is the pressure field.
[0125] The solution to Eq. 1 can be written as:

p=f(Ks), Eq.2

where the function of f is the forward modeling operator.
Numerical techniques, such as finite-difference and spectral-
element methods, can be used to solve Eq. 2. Let the model
parameter be:

H
m= .
N
[0126] We can rewrite Eq. 2 as:
p=f(m). Eq.3
[0127] For the case of constant density, Eq. 1 becomes:

&, Eq. 4
Cz_(r)ﬁ =V |p(r. 0 =s(r, 0,

where C(r)=y/K{r)/p(r) is the sound speed, and the model
parameter is m=C(r).
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[0128] The inverse problem of Eq. 3 is posed as a minimi-
zation problem such that:

Em) =min {ld - fim)l3), B

where ||d—f(m)|,,? is the misfit function, d can be either ultra-
sound reflection data, or ultrasound transmission data, or
combined ultrasound reflection and transmission data, and
|I1l, stands for the L, norm. The minimization of Eq. 5 com-
prises solving for a model m that yields the minimum mean
square difference between measured and synthetic wave-
forms.

[0129] However, because the measurements have limited
coverage, solving Eq. 5 is ill-posed. Moreover, because of the
nonlinearity of the function f, the solution can be trapped in
the neighborhood of a local minimum of the misfit function.
Therefore, a regularization technique is preferably applied to
Eq. 5 to alleviate the ill-posedness of the inversion.

[0130] A general form of regularization is often written as:

E(m) = min{lld - fm)[}3 + ARG}, Eq. 6

where R(m) is the regularization term.

[0131] Themethods ofthe present invention are directed to
performing ultrasound waveform tomography of acquired
reflection and transmission signals with use of a regulariza-
tion scheme. In particular, transmission and reflection data
are used for ultrasound waveform tomography with a total
variation (TV) regularization scheme and modified TV regu-
larization scheme.

[0132] Similar to the experiments conducted with respect
to FIG. 15 through FIG. 18B, testing was also done to deter-
mine the advantage of using both transmission and reflection
data for ultrasound waveform tomography with a regulariza-
tion scheme. Ultrasound waveform tomography with a modi-
fied total-variation regularization scheme (discussed in fur-
ther detail below) to the same numerical phantom data. FIG.
20A through FIG. 20B, F1G. 21A through FIG. 21B, and FIG.
22A through FIG. 22B, respectively, show tomographic
reconstruction results obtained using only reflection data,
only transmission data, and both transmission and reflection
data. Ultrasound waveform tomography with the modified
total-variation regularization significantly reduces the image
artifacts, and improves the accuracy of sound-speed recon-
structions. However, the tomographic reconstruction in FIG.
20A through FIG. 20B, obtained using only the reflection
data, still gives mostly the edge information for the larger
tumor. The tomographic reconstruction in FIG. 21 A through
FIG. 21B, produced using only the transmission data, cannot
separate the two tumors. When using both the transmission
and reflection data simultaneously, our ultrasound waveform
tomography with the modified total-variation regularization
gives accurate reconstructions of the shapes and the sound-
speeds of both tumors.

[0133] For each of the TV regularization and modified TV
regularization ultrasound waveform tomography methods of
the present invention, the following description will give an
overview on the derivation of the equations used to solve the
particular image reconstruction, followed by a discussion of
algorithms and computations methods of the present inven-



US 2014/0364735 Al

Dec. 11,2014

8
tion for generating the reconstructed images. Then, numerical use a reasonable value for €, which strikes a balance between
results for tests showing the efficacy of both methods will be a good approximation and the stability. The value of € was set
described and illustrated. to be 0.1 in the numerical tests detailed below.
[0134] B. Synthetic Aperture Ultrasound Waveform [0139] The other parameter used in the TV regularization
Tomography with TV Regularization. function (Eq. 10) of the present invention is A, which is
[0135] The Tikhonov regularization can be formulated as configured to balance between the data fidelity term ||d—f{m)
|I,? and the regularization term |[m|,,. Previous methods to
Em) = min{lld - f (M} +AllHml3), Eq. 7 automatically pick the parameter have been for linear appli-
cations. Because of the nonlinearity of the problem, those
where the matrix H is usually defined as a high-pass filtering me‘hf’ds cannot be directly appl.ied to .the TV regularization
operator, or an identity matrix. The Tikhonov regularization is function (Eq. 10), of the present invention. . ..
aL,-norm-based regularization; therefore, it is best suited for [01‘!0] Accor dlng!y, one method of the present invention is
the smooth parameter m. In other words, the Tikhonov regu- to pick A, as a function of Bq. 11:
larization is not the best option for sound-speed reconstruc- I = Fol Eq 11
. 2
tions of small breast tumors. =
[0136] The TV regularization can be written as: v
Eom) = mingld = FomlE + Al Eg. 8 Wher.e the value of r is defined 1o be the ratio between the data
m : ’ fidelity term and the regularization term. A value of
1x107<r<1x10® r was found to return reasonable results.
where the TV regularization for 2D model is defined as the L, [0141] There are two major computational methods
norm: involved in solving for the minimization problem of Eq. 5: the
forward modeling algorithm and the inverse optimization
Nl = IVmll, = Z \[|(me)‘-, Plvm) Eq. § algorithm. Because the model parameters for the model m
1<l jzn that we are solving have high dimensionality, an iterative
with optimization method based on the Krylov subspace is used, or
Nonlinear Conjugate Gradient (NCG).
(Ve j = Miv1,j =i [0142] One critical step in the optimization is the calcula-
and tion of the measurements for given model parameters, which
; is usually called forward modeling. It is usually the most
(Vo = M jey =i computationally intensive. Here, for the forward modeling,
. the finite-difference method with staggered grids in both
[0137] For sound-speed reconstr}lctlogs of smgll breast space and time domain was used.
tumors, thg methods of th.e present invention exploit the TV [0143] Instead of using the wave equation, which is a sec-
regu lar‘lzatlon for peﬁqrmlng ultrasounq waveform tomogra- ond-order hyperbolic equation, we use the equivalent first-
phy using both transmission and reflection data. Because of order equations for illustration:
o . : . : quations for illustration:
the nonlinearity of the TV term in Eq. 9 and its non-differen-
tiability at the origin, the method of the present invention is ap du v ) Bq 12
also directed to approximate the original TV functional so T K(r)(ﬂ * E] = st ),
that it can be differentiated. A preferred approach is to du 1 ap
approximate the TV term as: 7t "o ox =0
v 1 dp
Wty = > AIFem) P+ 1(Vom), P e, Eq. 10 5t ez =0
1=i, j=n
. . ) . where u is the wavefield velocity along the x direction, and v
Wh.ere € is a small positive constant, making |jml|, differ- is the wavefield velocity along the z direction. If a two-point
entiable, so the gradient anq Hessmn can b? calculated: central finite-difference scheme is used to approximate the
[0138]  The role ofthe positive constant € is to\?apr_Oleate derivative in the time domain, and a fourth-order Taylor
the Euclidean norm Ix| with a smooth function V Ix* +€. The expansion is used to interpolate for the derivative values in the
larger the value of €, the smoother the approximation. space domain, this finite-difference scheme yields a fourth-
Whereas the smaller the value of e, the closer the approxima- order accuracy in space and a second-order accuracy in time.
tion to the original function, and the more singular the The superscripts and subscripts are meant to distinguish
approximation becomes at the origin. Therefore, we need to between increments in time and space:
ol o1 Selrguy-12 dy -1z Eq. 13
b1z = Pijeire i'j+llza[(a]i,j+ll'2 ¥ (&]i,jﬂﬂ o0,
e e 1 (B_P]k’m
12,412 = L2402 v iz Bx 5+1/2,j+1/2’

ap

Sz _ e 1
9z

i TV o
Pij

(

where

k-1/2
]
i
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[0144] NCG was used to solve the optimization problem in
Eq. 8. The gradient of the cost function is needed for com-
puting the search direction. The gradient of the cost function
E(m) is needed for computing the search direction. The gra-
dient of the data misfit can be obtained using the adjoint-state
method:

Vuld = foml =200 Y S v o9 B, PP

shots  t

where u® is the forward propagated wavefield, and 5® is
the backward propagated residual at iteration k, which is
defined as r®=d***-f(m®)

[0145] The gradient of the TV term is obtained using:

o qdag/m) 0 b, Ee l6
Vo TV(m) =[D; D, ] 0 diagl (m) [ }m,

where ¢(t)*‘/tz+e ¢'(m)=¢'(D,m*+D,m*) and the spatial
derivative D,m=m,, , -m, and D,m=m,,,-m, , for the spa-
tial grid indices 1 and ]

[0146] Therefore, the gradient of the cost function E(m) is:

VB2V, ld-fim)|>+V, TV (m).

1 7+1

Eq. 17

[0147] Thesearch direction ¢, at iterationk is then defined
to be the conjugate to the gradient at the current iteration step.
Once the search direction q at iteration k is obtained, the
line search with the following Armijo criteria is further used
for the optimal step size p©:

< E(m”‘)) +L‘1,B(k)(q(k))TVE(m(k)), Eq. 18

{E(mm + A9

(@ VEm® + 990 2 0y (q®) Y Em®).

[0148] When the search direction g™ and the step size p®
are determined, the update of the current iteration is updated
according to Eq. 19:

D=4 pg®

[0149] FIG. 23 illustrates a flow diagram for a method 220
for performing the computing step 214 of FIG. 19. This is
achieved via solving the acoustic wave (Eq. 1) by using the
NCG based algorithm (Algorithm 1 below) to approximate
the TV regularization term (Eq. 8) according to Eq. 10.

[0150] Referring to FIG. 23, the first step in the method 220
is to input the specified tolerance TOL, in addition to the
initial model m”, Other parameters, such as A, which is

Eq. 19

- ”i+1/2,j+1/2)’
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Eq. 14

=004(p;_y ju12 = Piva, oz} + 1125(ps 112 = Pivt juina)

preferably determined according to the method of the present
invention shown in Eq. 11, may also be input in this step. The
initial model m® may be generated via applying the ray
approximation step 212 of the input reflection and transmis-
sion data 210, as shown in FIG. 19.

[0151] At step 224, the parameters are initialized (e.g. the
current iteration value k is set at zero).

[0152] At step 226, the algorithm queries whether the cur-
rent iteration of the model has met the minimum value set by
the assigned tolerance TOL.

[0153] If the threshold value has not been met, the algo-
rithm computes the step size by computing Eq. 18 at step 228.
[0154] Next, at step 230, the current iteration model m™ is
updated based on step size p® and search direction q%
according to Eq. 19.

[0155] Atstep 332, the gradient of the cost function VE*+"
is computed according to Eq. 17.

[0156] At step 234, the ratio of the inner product of the
gradient VE is computed to find the term y**") according to:

k+1) k+1)
) _ < VE*D g plerl) o
<VE®, VE® >

[0157] Finally, the search direction q® is updated at step
236 according to:

D= D)yl Dy

[0158] The current iteration value k is then updated and the
process repeated at step 238.

[0159] Ifthe threshold tolerance has been met at step 226,
then the process ends and outputs the model m® at step 240.
If not, the process continues to iterate until it does.

Algorithm 1: Canonical NCG to solve min,, E(m) in Eq. 8

Input: m®», TOL

Output: m®

1. Initialize k= 0, E¥ = Em®), VE©@ = VEm®), and ¢© = VE©;
2: while {IIVE®|| >TOL} do

3 Compute the step size p® satisfying Eq. 18;

4 Update the solution according to Eq. 19;

5 Compute the gradient VE**Y based on Eq. 17;

6 Compute the ratio of the inner product of the gradient VE :

wn <VE(k+l)’ VE(k+l)>

(VEO, VEWy
7 Update the search direction: q**1 = —-VE®*D 4 yF+bg®;
8 Next iteration: k <= k + 1;
9:  end while
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[0160] C. Synthetic Aperture Ultrasound Waveform
Tomography with Modified TV Regularization.

[0161] The conventional TV regularization discussed
above suffers from slow convergence. Thus, a modified TV
regularization scheme may to be adapted into ultrasound
waveform tomography.

[0162] The cost function with the modified TV regulariza-
tion is given by:

E(m, u) = minflld - FOnlI5 + Aallm = ul; +A2l[V el ), Eq. 20

where A, and A, are both positive regularization parameters,
and an auxiliary variable u is added to the conventional TV
functional in Eg. 8.

[0163] Hence, the modified TV regularization in Eq. 20 can
be equivalently written as

Egm, u) = min{min{ld = fm)lf; + Al - i) + Aol Vuly ), B2

[0164] An alternating-minimization algorithm can there-
fore be employed for solving the double minimization prob-
lem in Eq. 21. Beginning with a starting model u', solving
for Eq. 21 leads to the solutions of two minimization prob-
lems:

i) = argminlld ~ fm)ll; + Al — V1 By 22
) = argminl|m® sy + Aol|V
u
fori=l, 2, . ... We describe the computational methods for

solving these two minimization problems in Eq. 22. Com-
pared to the conventional TV function in Eq. 8, the benefits of
solving the modified TV functional by adding the auxiliary
variable u in Eq. 22 are twofold. First, we simplify the com-
plexity of the original optimization problem of nonlinear
inversion with the TV constraint. From Eq. 22, these two
sub-optimization problems have distinct physical meanings:
solving for m® is the nonlinear inversion with a Tikhonov
regularization constraint; solving for u® is to preserve the
edges. Therefore, the interleaving of solving these two vari-
ables leads to a solution minimizing the data misfit term with
edges preserved. The other benefit that we gain out of solving
Eq. 22 is that solving for u® is a typical L,-TV problem, and
we can smartly choose certain computational methods, such
that the selection of the smoothing parameter of € in Eq. 10
can be avoided.

[0165] Selecting the right values for the parameters used in
the conventional and modified TV regularization schemes is
important for the effective use of these regularization
schemes.

[0166] Therole ofthe positive constant E is to approximate

the Euclidean norm [ix|| with a smooth function V' |x?|+€ as in
Fq. 10. The larger the value of €, the smoother the approxi-
mation, whereas the smaller the value of €, the closer the
approximation to the original function, and the more singular
the approximation becomes at the origin. Therefore, we need
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to use a reasonable value for €, which strikes a balance
between a good approximation and stability. Otherwise, an
inappropriate selection of € not only can result in inaccurate
results, but also can significantly increase the number of
iterations required. The following method of the present
invention the is used to solve the optimization problem and
allows us to avoid the selection of this smoothing parameter e.

[0167] The other parameters used in Eq. 22 are A, and A,.
From the above formulation, the meaning of two regulariza-
tion parameters can be specifically determined. The param-
eter A, controls the trade-off between the data misfit term
[ld—F(m)|, and the regularization term |jm-u®=*),%, and A,
controls the amount of edge-preservation to the reconstruc-
tion. Existing methods all rely on an explicitly constructed
forward operator A, such that the trace value of A(AT+AI)™
ATis required to proceed the estimation of the regularization
parameters.

[0168] Inthe method of the present invention, A, and A, are
selected such that:

data fidelity term Eq. 23

S R i= 1;2!
r; -regularization term

where the values of 1, are defined to be the ratio between the
data fidelity term and the regularization term. We find that
1x107<r,<1x10®%, and 0.1<r,<1 usually yield reasonably
good reconstruction results.

[0169] Solving for the minimization problem in Eq. 20 is

decomposed into solving two separate minimization prob-
lems:

E(m) = minlld = f0mIIZ + Al - a~V3, Eq. 24
m

and

E(#) = minflu — 1 + Agllily . Eq. 25

[0170] Therefore, a sequence of iterations are generated,
specifically
4O D D @ 4@ ) D

which is shown in more detail in the computational method
250 of FIG. 24 for solving Eq. 20, and is embodied in Algo-
rithm 2 below.

[0171] In the following, the computational methods for
solving Eq. 20 and the two minimization problems of Eq. 24
and Eq. 25 in accordance with the present invention are shown
with reference to FIG. 24, FIG. 25, and FIG. 26, in addition to
Algorithms 2, 3, and 4 below.

[0172] Referring to F1G. 24, the computational method 250
for solving Eq. 20 comprises first inputting the specified
tolerance TOL, in addition to the initial model u™® at step 252.
Other parameters, such as A, which is preferably determined
according to the method shown in Eq. 23 of the present
invention, may also be input in this step. The initial model u™®
may be generated via applying ray approximation step 212 on
the input reflection and transmission data 210 as shown in
FIG. 19.

[0173] At step 254, the parameters are initialized (e.g. the
current iteration value k is set at zero).
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[0174] A step 256, the algorithm queries whether the cur-
rent iteration of the model has met the minimum value set by
the assigned tolerance TOL.

[0175] If the threshold value has not been met, the algo-
rithm solves Eq. 24 to compute m* according to Algorithm 3
and method 270 of FIG. 5 at step 258.

[0176] Atstep260,u®is computed according to Algorithm
4 and method 300 of FIG. 26. The current iteration value is
then updated at step 262, and the routine returns to step 256.
If the threshold is met, the algorithm ends and outputs u® at
step 264. If not, Algorithm 2 continues to iterate.

Algorithm 2 Computational method for solving Eq. 20

Input: u’® , TOL

Output: u®

1: Initialize k=0 ;

2: while { | m® - m*L > TOL } do

3: Solve Eq. 24 for m® according to Alg. 3;
4 Solve Eq. 25 for u® according to Alg, 4;
5: Next iteration: k < k+1;

6: end while

[0177] The minimization problem of Eq. 24 (step 258 of
FIG. 24) is a conventional Tikhonov-type nonlinear-regular-
ization problem. Accordingly, a NCG is used as the optimi-
zation method. To use NCG for solving Eq. 24, the gradient of
the cost function is required to compute the search direction.
The gradient of the data misfit can be obtained by the adjoint-
state method:

Vald - fnlE =200’ Y N v i v B, PO

shots 1

where u® is the forward propagated wavefield, and 5® is
the backward propagated residual at iteration k, which is
further defined as r®=d°**~f(m®).

[0178] Therefore, the gradient of the cost function E(m) is:

Vo Em) = Eq. 27

N ok )
2’y YV 2 07 B 0+ 2=,

shots

[0179] Thesearch direction ¢ at iteration k is then defined
to be the conjugate to the gradient at the current iteration step.
Once the search direction ¢ at iteration k is obtained, the
line search with the Armijo criteria below is further used for
the optimal step size p®:

< E(m(k)) + Clﬁ(k)(q'k))TVE(m(k)) Eq. 28

{E(m(k) +/3(k)q[k))

(@) VEm® + BgY) = ey gV En®),

[0180] With the search direction q® and the step size p%¥
determined, the update of the current iteration is therefore
given by:

D10, 30000

[0181] The NCG algorithm 270 shown in FIG. 25, used for
solving Eq. 24, is also in Algorithm 3. The first step in the
method 270 is to input the specified tolerance TOL, in addi-
tion to the initial model m®. Other parameters, such as i, and

Eq. 29
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A, which are preferably determined according to the method
of the present invention shown in Eq. 23, may also be input in
this step. The initial model m may be generated via apply-
ing ray approximation step 212 of the input reflection and
transmission data 210 as shown in FIG. 19.

[0182] At step 274, the parameters are initialized (e.g. the
current iteration value k is set at zero).

[0183] A step 276, the algorithm queries whether the cur-
rent iteration of the model has met the minimum value set by
the assigned tolerance TOL.

[0184] If the threshold value has not been met, the algo-
rithm computes the step size by computing Eq. 28 at step 278.
[0185] Next, at step 280, the current iteration model m™® is
updated based on step size p® and search direction q®
according to Eq. 29.

[0186] At step 282, the gradient of the cost function VE“V
is computed according to Eq. 27.

[0187] At step 284, the ratio of the inner product of the
gradient VE is computed to find the term y***) according to:

< VE(I(H)’ VE(k+l) S
<VEW VEW »

,y(k+1)

[0188] Finally, the search direction q is updated at step
286 according to:

D= YRyl Dy

[0189] The current iteration value k is then updated at step
288, and the process repeated at step 276.

[0190] Ifthe threshold tolerance has been met at step 276,
then the process ends, and outputs the model m® at step 290.
If not, the process continues to iterate until it does.

Algorithm 3: Canonical NCG to solve min E(m)
m

Input: m®, TOL

Output: m®

1. Initialize k = 0, B9 = Em®), VE® = VE(m®), and ¢¥ = VE©;
2: while {IIVE®I| >TOL} do

3 Compute the step size p® satisfying Eq. (28);

4 Update the solution according to Eq. (29);

5 Compute the gradient VE**Y based on Eq. (27);

6 Compute the ratio of the inner product of the gradient VE :

(k1) gkl
wry_ SVEUTLVERT)

(VEW, VE®) ’
7 Update the search direction: q#*1 = ~-VE®+D 4 y*+Dg®,
8: Next iteration: k < k + 1;
9:  end while
[0191] While there are many numerical methods for solv-

ing the L,-TV problem describing in Eq. 25, the split-Breg-
man method approach was found to be appropriate. Optimi-
zation problems of the L,-TV or L,-TV type are most
efficiently solved by using the Bregman distance, which is
defined as

D (uv)=E(u)-E(v)—<p,u-v>, Eq. 30

where p is the subgradient of E at v. The basic idea of the
split-Bregman method is to reformulate Eq. 25 as an equiva-
lent minimization problem based on the Bregman distance:
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. 2
Et, g, &)= min =1 + dollally + Fa. 3L

2 2
Hllgx = Vyiu— b;"”z +pllg: = Vou— bg””z-

where

(k (k k k ke+1 (k k41 e+ 1
g9 =V, 40, g8 27 R ) 2 (g ) ey

x

and

b(zk+1) — bik) n (Vzu(kH) _g£k+lb).

[0192] To solve this minimization problem, an alternating
minimization algorithm is employed to Eq. 31, where two
subproblems need to be further minimized:

E(u) = Eq 32
. 2 2 2
minfl = m Ny + gl = Vi = bl + pllgl = V= B
and
E(ge. 8 = Eq 33
min Aglllry + g = Vs = B + g = Veus = b
x:8z
[0193] Eq. 32 satisfies the optimality condition:
(I-pA D= P44 T g, O=b, PV (g, F-5,®) Eq. 34

[0194] The solution of this equation is obtained using the
Gauss-Seidel iterative method:

W Eg. 35
1 f4M (ufli)l_/ + ”EI:)l,j + ”ml + ’455')—1 + gg,(i)—l,j - ggfi),j +g¥,‘i3j—l -
=+ 0= B+

[0195] Equation 33 is solved explicitly using a generalized

shrinkage formula:

k) (k) Eq. 36
+ 4
gD = max(s' - Aa/2p, 0)

k)
and

V. ul®) 4 p0 Eq. 37

28 = max(s - L/2p, 0)———,

)
where

| 2 2
N T

[0196] The numerical algorithm 300 of FIG. 26 for solving
Eq. 31 using the split-Bregman iteration scheme is also pro-
vided in Algorithm 4.

[0197] The first step in the method 300 is to input the
specified tolerance TOL, in addition to the initial model in
addition to the initial model u™ at step 302. The initial model
u® may be generated via applying ray approximation step
212 on the input reflection and transmission data 210 as
shown in FIG. 19.

[0198] At step 304, the parameters are initialized (e.g. the
current iteration value k is set at zero).

[0199] At step 306, the algorithm queries whether the cur-
rent iteration of the model has met the minimum value set by
the assigned tolerance TOL.
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[0200] If the threshold value has not been met, the algo-
rithm solves Eq. 32 using the Gauss-Seidel equation (Eq. 35)
at step 308.

[0201] At step 310, Eq. 32 is then solved using generalized
shrinkage (Eq. 36 and Eq. 37).

[0202] Next, theintermediate variable b, is updated accord-
ing to b, %= #4(V u* g FDY at step 312.

[0203] Theintermediate variable b, is then updated accord-
ing to b V= ®4(V u®H_g #1)) at step 314.

[0204] The current iteration value is then updated at step
316, and the routine returns to step 306. If the threshold is met,
the algorithm ends and outputs u® at step 318. If not, Algo-
rithm 4 continues to iterate.

Algorithm 4: Split-Bregman iteration

Input: u‘® , TOL

Output: u®

1: Initialize k=0, @ =g®=b @ =p@=0;

2: while { | u® - u®Y |>TOL } do

3: Solve Eq. (32) according to Eq. (35);

Solve Eq. (33) according to Eq. (36) and Eq. (37);
5: Update b, ® 0 =b ® 4 (v u+h _ g F+by

6: Update b, %D = b,® 4 (V u®b - g *rby,

7: Nextiteration:k < k+1;

8: end while

bl

[0205] To better understand the computational methods in
Algorithm 2, it is worthwhile to calculate the computational
costs of each of its steps.

[0206] Letthesize of the model be me R ™" and the data pe
R ¥ where 1 is the depth, fi is the offset, and § is the time
steps. Assuming that there are s sources and the finite-differ-
ence calculation employs a scheme of o(8t%, h*). The total
cost of Alg. 2 for one iteration step is the sum of the cost from
Alg. 3 and the cost from Alg. 4. By adding the costs from all
the steps in Alg. 3, the approximated cost for each iteration
step is:

COST ~(+3)-Os-fsi-g)+ (13- O ), Eq 38

where] is the number of trials in step 278 in the search for .
By assuming that Alg. 3 converges within k, iterations, we
further approximate the cost in Eq. 38 as,

COST =k, (1+3)- Ols R-Fq1+(+5) O(#).

[0207] Themost expensive part stems from the first term in
Eq. 39, which is dominated by step 278 and step 282 in
method 270, and the number of iterations in Alg. 3. The cost
of Alg. 4is more straightforward. It includes the cost from the
Gauss-Seidel iteration in Eq. 35 (step 308), and the shrinkage
formula in Egs. 36 and 37 (step 310). Hence we have Eq. 40:

Eq. 40

Eq. 39

COST,=18-0(#).
[0208]
COS Tk fly- (1431 Ofs i) +{1423)- O( )], Eq. 41

The total computational cost of Alg. 2 becomes,

where k, is the total number of iterations in Alg. 3. We see
from Eq. 41 that the extra cost of solving Eq. 25 is trivial
compared to the cost of solving Eq. 24.

[0209] Two groups of tests were performed to illustrate the
feasibility and efficiency of the ultrasound waveform tomog-
raphy method with modified total-variation regularization in
accordance with the present invention. Ultrasound waveform
tomography reconstructions were first provided using the
Tikhonov regularization and the conventional TV regulariza-
tion for comparison. Results for numerical breast phantoms
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with tumors of different diameters are shown to further illus-
trate the improved resolution of the ultrasound waveform
tomography method of the present invention compared to that
of the other methods.

[0210] We used synthetic-aperture ultrasound data from
two parallel transducer arrays to test the capability of ultra-
sound waveform tomography with the modified TV regular-
ization scheme of the present invention for reconstructing the
sound speed of small breast tumors. We also compare the
result with that obtained using the Tikhonov regularization
and the conventional TV regularization. The geometry of
synthetic-aperture ultrasound tomography system with two
parallel transducer arrays is schematically illustrated in FIG.
5. Each transducer array 14a and 145 comprises of 384 trans-
ducer elements 16 evenly distributed, with a pitch size of 0.55
mm. The two transducer arrays 14a and 145 are separated by
20 cm. The ultrasound source function used is a Ricker wave-
let with a central frequency of 1.0 MHz.

[0211] A numerical breast phantom as shown in FIG. 27A
to test the ultrasound waveform tomography methods. The
background sound speed is 1500 m/s. The sound speeds of the
two small tumors are 1545 m/s and 1560 ms and their diam-
eters are 2.2 mm and 3.0 mm, respectively. These diameters
represent approximately 1.5 wavelengths and 2.0 wave-
lengths.

[0212] We conducted ultrasound waveform tomography
with the Tikhonov regularization using simulated ultrasound
transmission and reflection data, and produce the reconstruc-
tion image in FIG. 28A. Both tumors are reasonably well
reconstructed. However, thereconstructed sound-speed value
of the smaller tumor is smaller than its true value. Moreover,
the interfaces of the two objects are smoothed to some extent.

[0213] We applied ultrasound waveform tomography with
the conventional TV regularization scheme to the same syn-
thetic-aperture ultrasound data, and produced the reconstruc-
tion image in FIG. 28B. The blurring effect of the Tikhonov
reconstruction has been mostly eliminated. The edges of the
two small breast tumors are very well preserved. However, we
also notice that there are some “ringing” artifacts generated in
the inner regions of the tumors.

[0214] We then employed the ultrasound waveform tomog-
raphy with the modified TV regularization to the same data,
and show the reconstruction result in FIG. 28C. By compar-
ing to F1G. 28 A and FIG. 28B, we see that not only the edges
have been very well preserved, but also the “ringing” artifacts
have been mostly eliminated.

[0215] To better visualize the quantitative sound-speed val-
ues, we plotted the horizontal profiles for FIG. 28 A through
FIG. 28C at two different locations: one at the vertical posi-
tion of 103 mm as shown in FIG. 30A through FIG. 30C, and
the other at the vertical position 0f 98 mm as displayed in FIG.
29A through FIG. 29C. For the smaller breast tumor, the
waveform tomography reconstruction using the Tikhonov
regularization gives the sound speed value of 1540 m/s, while
the waveform tomography reconstruction using the TV or
modified TV regularization schemes yields better approxi-
mated values to its true value of 1545 m/s and well preserves
the edges of the tumors. However, the waveform tomography
reconstruction result with the conventional TV regularization
is much more oscillatory than the result obtained with ultra-
sound waveform tomography with the modified TV regular-
ization. Therefore, the waveform tomography reconstruction
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with the modified TV regularization produces an even more
accurate value of the sound speed than that using the conven-
tional TV regularization.

[0216] In order to study the resolution of our new ultra-
sound waveform tomography method for tumors with small
sizes, we created four numerical breast phantoms with differ-
ent diameters ranging from 0.75 mm (about a half of a wave-
length) to 4.5 mm (about 3 wavelengths). The tumors diam-
eters in millimeters are 0.75 and 1.5; 1.5 and 2.25; 3.0 and
3.75; 3.75 and 4.5. The sound speeds of the background
medium, small tumor and large tumor, are set to be 1500 m/s,
1540 m/s and 1560 m/s.

[0217] Besides the 2D reconstruction results, we also show
the two horizontal profiles across the centers of the two
tumors. As illustrated in FIG. 31 A through FIG. 31C and FIG.
32A through FIG. 32D, we observe that the ultrasound wave-
form tomography method with the modified TV regulariza-
tion can characterize tumors as small as about a half of an
ultrasound wavelength. As we gradually increase the sizes of
the tumors, as in FIG. 33A through FIG. 33C and FIG. 34A
through FIG. 34D, FIG. 35A through FIG. 35C and FIG. 36 A
through FIG. 36D, and FIG. 37A through FIG. 37C and FIG.
38A through FIG. 38D, our method consistently provides
accurate reconstructions of sound speeds and the shapes of
the tumors.

[0218] In summary, the synthetic-aperture ultrasound
tomography systems and methods of the present invention
acquire ultrasound transmission and reflection data at the
same time, and we have demonstrated that ultrasound wave-
form tomography using both ultrasound transmission and
reflection data simultaneously greatly improves tomographic
reconstructions of shapes and sound-speeds of tumors com-
pared to tomographic reconstructions using only transmis-
sion data or only reflection data, particularly when used with
the modified TV regularization method of the present inven-
tion.

[0219] From the discussion above it will be appreciated that
the invention can be embodied in various ways, including the
following:

[0220] 1. A synthetic aperture ultrasound tomography
imaging method for imaging a tissue medium with one or
more ultrasound transducer arrays comprising a plurality of
transducers, the method comprising: exciting a first trans-
ducer with plurality of transducers to generate an ultrasound
field within the tissue medium; acquiring a transmission sig-
nal and a reflection signal from a second transducer within the
one or more ultrasound transducer arrays; and generating an
ultrasound waveform tomography image reconstruction
using both the acquired reflection and transmission signals.
[0221] 2. A method as recited in any of the preceding
embodiments, wherein said step of generating an ultrasound
waveform tomography image reconstruction is a function of
computing an acoustic wave property of the reflection and
transmission signals by calculating a minimum mean square
difference between observed and synthetic waveforms relat-
ing to the reflection and transmission signals.

[0222] 3. A method as recited in any of the preceding
embodiments, wherein said image reconstruction is a func-
tion of:

E(m) = min{lld - fmI}.
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where ||d—f(m)|l,> comprises a misfit fanction, and d com-
prises data relating to the acquired reflection signal and trans-
mission signals.

[0223] 4. A method as recited in any of the preceding
embodiments, further comprising performing total-variation
regularization to generate sound-speed reconstructions of the
acquired reflection and transmission signals.

[0224] 5. A method as recited in any of the preceding
embodiments 4, wherein said total-variation regularization
comprises a misfit function.

[0225] 6. A method as recited in any of the preceding
embodiments, further comprising obtaining a gradient of the
misfit function using an adjoint state method.

[0226] 7. A method as recited in any of the preceding
embodiments, wherein said total-variation regularization is a
function of:

E(m) = min{lld - SOl + bl ),

and

where ||d=f(m)|,,> comprises a misfit function, d comprises
data relating to the acquired reflection signal and transmis-
sion signals, A, is a positive regularization parameter, and
|Im||;5-is a TV regularization term.

[0227] 8. A method as recited in any of the preceding
embodiments, wherein A, is selected as a function of:

_lld = feml}

rellmlly

where ||d—f(m)|,” is a fidelity term, ||m]|,,is a regularization
term and a value of r is defined to be the ratio between the data
fidelity term and the regularization term.

[0228] 9. A method as recited in any of the preceding
embodiments, wherein said total-variation regularization
comprises a modified total-variation regularization that is a
function of:

B, 1) = mindlld = fll3 + Ayllo = ul; + Al Vel

and where ||d—f(m)||,> comprises a data misfit function, d
comprises data relating to the acquired reflection signal and
transmission signal, where ||; and A, are both positive regu-
larization parameters, and u is an auxiliary variable.

[0229] 10. A method as recited in any of the preceding
embodiments, wherein A, and A, are selected as a function of:

data fidelity term

P T st = 525
Fi regulanzatlon term

where the values of 1, are defined to be the ratio between the
data fidelity term and the regularization term.

[0230] 11. A method as recited in any of the preceding
embodiments: wherein said total-variation regularization
comprises a cost function; and wherein said cost function is
decomposed with a modified TV regularization into two regu-
larization problems.
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[0231] 12. A method as recited in any of the preceding
embodiments, wherein said regularization problems com-
prise a L,-norm-based Tikhonov regularization problem and
a L -norm-based TV regularization problem.

[0232] 13. A method as recited in any of the preceding
embodiments, wherein the misfit function is minimized using
an alternating minimization algorithm.

[0233] 14. A method as recited in any of the preceding
embodiments, wherein a nonlinear conjugate gradient (NCG)
approach is used to solve for the Tikhonov regularization
problem.

[0234] 15. A method as recited in any of the preceding
embodiments, wherein a split-Bregman method is used to
solve the L, -norm-based TV regularization problem.

[0235] 16. A method as recited in any of the preceding
embodiments: wherein the plurality of transducers are con-
figured such that a first set of two or more transducers are
positioned at an opposing spaced-apart orientation from a
second set of two or more transducers such that the first set of
two or more transducers face the second set of two or more
transducers; wherein the first and second sets of two or more
transducers are positioned at spaced-apart locations so as to
allow for the tissue medium to be positioned in between the
first and second sets of two or more transducers; and wherein
the method further comprises: exciting a first transducer with
the first set of two or more transducers to generate an ultra-
sound field within the tissue medium; and receiving a trans-
mission signal and a reflection signal from at least the second
set of two or more transducers.

[0236] 17. A method as recited in any of the preceding
embodiments, further comprising receiving a reflection sig-
nal from all transducers in the one or more arrays.

[0237] 18. A method as recited in any of the preceding
embodiments, further comprising simultaneously receiving
the reflection and transmission signals from the second set of
two or more transducers.

[0238] 19. A synthetic aperture ultrasound tomography
imaging system for imaging a tissue medium with one or
more ultrasound transducer arrays comprising a plurality of
transducers, the system comprising: a processor; and pro-
gramming executable on said processor and configured for:
exciting a first transducer with plurality of transducers to
generate an ultrasound field within the tissue medium; receiv-
ing a transmission signal and a reflection signal from a second
transducer within the one or more ultrasound transducer
arrays; and generating an ultrasound waveform tomography
image reconstruction using both the acquired reflection and
transmission signals.

[0239] 20. A system as recited in any of the preceding
embodiments, wherein said step of generating an ultrasound
waveform tomography image reconstruction is a function of
computing an acoustic wave property of the reflection and
transmission signals by calculating a minimum mean square
difference between observed and synthetic waveforms relat-
ing to the reflection and transmission signals.

[0240] 21. A system as recited in any of the preceding
embodiments, wherein the image reconstruction is a function
of:

E(m) = min {lld - fiml3}
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where ||d—f(m)|l,> comprises a misfit fanction, and d com-
prises data relating to the acquired reflection signal and trans-
mission signal.

[0241] 22. A system as recited in any of the preceding
embodiments, wherein total-variation regularization is pet-
formed to generate sound-speed reconstructions of the
acquired reflection and transmission signals.

[0242] 23. A system as recited in any of the preceding
embodiments, wherein said total-variation regularization
comprises a misfit function.

[0243] 24. A system as recited in any of the preceding
embodiments, wherein a gradient of the misfit function is
obtained using an adjoint state system.

[0244] 25. A system as recited in any of the preceding
embodiments, wherein said total-variation regularization is a
function of:

E(m) = min {ld - Foml3 + Allmlgy ),

and

where ||d-f(m)|,,> comprises a misfit function, d comprises
data relating to the acquired reflection signal and transmis-
sion signals, A, is a positive regularization parameter, and
|Im||-is a TV regularization term.

[0245] 26. A system as recited in any of the preceding
embodiments 22, wherein A is selected as a function of:

_lld= feml3

7 llmlly

5

where ||d—f(m)|,” is a fidelity term, ||m]|,,is a regularization
term and a value of r is defined to be the ratio between the data
fidelity term and the regularization term.

[0246] 27. A system as recited in any of the preceding
embodiments, wherein said total-variation regularization
comprises a modified total-variation regularization that is a
function of:

E(m, 4) = min {]ld = O3 + Qi llm = ull3 + 2219,

and

where ||d-f(m)|,,> comprises a data misfit function, d com-
prises data relating to the acquired reflection signal and trans-
mission signal, where ., and X, are both positive regulariza-
tion parameters, and u is an auxiliary variable.

[0247] 28. A system as recited in any of the preceding
embodiments, wherein A, and A, are selected as a function of:

data fidelity term
i=1,2,

e —
Fit regulanzatlon term

where the values of 1, are defined to be the ratio between the
data fidelity term and the regularization term.

[0248] 29. A system as recited in any of the preceding
embodiments: wherein said total-variation regularization
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comprises a cost function; and wherein said cost function is
decomposed with a modified TV regularization into two regu-
larization problems.

[0249] 30. A system as recited in any of the preceding
embodiments, wherein said regularization problems com-
prise a [,-norm-based Tikhonov regularization problem and
aL,-norm-based TV regularization problem.

[0250] 31. A system as recited in any of the preceding
embodiments, wherein the misfit function is minimized using
an alternating minimization algorithm.

[0251] 32. A system as recited in any of the preceding
embodiments, wherein a nonlinear conjugate gradient (NCG)
approach is used to solve for the Tikhonov regularization
problem.

[0252] 33. A system as recited in any of the preceding
embodiments, wherein a split-Bregman system to is used to
solve the L, -norm-based TV regularization problem.

[0253] 34. A synthetic system as recited in any of the pre-
ceding embodiments: wherein the plurality of transducers are
configured such that a first set of two or more transducers are
positioned at an opposing spaced-apart orientation from a
second set of two or more transducers such that the first set of
two or more transducers face the second set of two or more
transducers; wherein the first and second sets of two or more
transducers are positioned at spaced-apart locations so as to
allow for the tissue medium to be positioned in between the
first and second sets of two or more transducers; and wherein
the programming is further configured for: exciting a first
transducer with the first set of two or more transducers to
generate an ultrasound field within the tissue medium; and
receiving a transmission signal and a reflection signal from at
least the second set of two or more transducers.

[0254] 35. A system as recited in any of the preceding
embodiments 34, further comprising receiving a reflection
signal from all transducers in the one or more arrays.

[0255] 36. A system as recited in any of the preceding
embodiments, wherein the programming is further config-
ured for simultaneously receiving the reflection and transmis-
sion signals from the second set of two or more transducers.
[0256] 37. A synthetic aperture ultrasound tomography
imaging system for imaging a tissue medium, the system
comprising: one or more ultrasound transducer arrays; said
one or more ultrasound transducer arrays comprising a plu-
rality of transducers; a processor; and programming execut-
able on said processor and configured for: exciting a first
transducer with plurality of transducers to generate an ultra-
sound field within the tissue medium; receiving a transmis-
sion signal and a reflection signal from a second transducer
within the one or more ultrasound transducer arrays; and
generating an ultrasound waveform tomography image
reconstruction using both the acquired reflection and trans-
mission signals.

[0257] 38. A system as recited in any of the preceding
embodiments 37: wherein the plurality of transducers are
configured such that a first set of two or more transducers are
positioned at an opposing spaced-apart orientation from a
second set of two or more transducers such that the first set of
two or more transducers face the second set of two or more
transducers; and wherein the first and second sets of two or
more transducers are positioned at spaced-apart locations so
as to allow for the tissue medium to be positioned in between
the first and second sets of two or more transducers.

[0258] Embodiments of the present invention may be
described with reference to flowchart illustrations of methods
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and systems according to embodiments of the invention, and/
or algorithms, formulae, or other computational depictions,
which may also be implemented as computer program prod-
ucts. In this regard, each block or step of a flowchart, and
combinations of blocks (and/or steps) in a flowchart, algo-
rithm, formula, or computational depiction can be imple-
mented by various means, such as hardware, firmware, and/or
software including one or more computer program instruc-
tions embodied in computer-readable program code logic.
[0259] As will be appreciated, any such computer program
instructions may be loaded onto a computer, including with-
out limitation a general purpose computer or special purpose
computer, or other programmable processing apparatus to
produce a machine, such that the computer program instruc-
tions which execute on the computer or other programmable
processing apparatus create means for implementing the
functions specified in the block(s) of the flowchart(s).
[0260] Accordingly, blocks of the flowcharts, algorithms,
formulae, or computational depictions support combinations
of means for performing the specified functions, combina-
tions of steps for performing the specified functions, and
computer program instructions, such as embodied in com-
puter-readable program code logic means, for performing the
specified functions. It will also be understood that each block
of the flowchart illustrations, algorithms, formulae, or com-
putational depictions and combinations thereof described
herein, can be implemented by special purpose hardware-
based computer systems which perform the specified func-
tions or steps, or combinations of special purpose hardware
and computer-readable program code logic means.

[0261] Furthermore, these computer program instructions,
such as embodied in computer-readable program code logic,
may also be stored in a computer-readable memory that can
direct a computer or other programmable processing appara-
tus to function in a particular manner, such that the instruc-
tions stored in the computer-readable memory produce an
article of manufacture including instruction means which
implement the function specified in the block(s) of the flow-
chart(s). The computer program instructions may also be
loaded onto a computer or other programmable processing
apparatus to cause a series of operational steps to be pet-
formed on the computer or other programmable processing
apparatus to produce a computer-implemented process such
that the instructions which execute on the computer or other
programmable processing apparatus provide steps for imple-
menting the functions specified in the block(s) of the flow-
chart(s), algorithm(s), formula(e), or computational depic-
tion(s).

[0262] Although the description herein contains many
details, these should not be construed as limiting the scope of
the disclosure but as merely providing illustrations of some of
the presently preferred embodiments. Therefore, it will be
appreciated that the scope of the disclosure fully encom-
passes other embodiments which may become obvious to
those skilled in the art.

[0263] Inthe claims, reference to an element in the singular
is not intended to mean “one and only one” unless explicitly
so stated, but rather “one or more.” All structural, chemical,
and functional equivalents to the elements of the disclosed
embodiments that are known to those of ordinary skill in the
art are expressly incorporated herein by reference and are
intended to be encompassed by the present claims. Further-
more, no element, component, or method step in the present
disclosure is intended to be dedicated to the public regardless
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of whether the element, component, or method step is explic-
itly recited in the claims. No claim element herein is to be
construed as a “means plus function” element unless the
element is expressly recited using the phrase “means for”. No
claim element herein is to be construed as a “step plus func-
tion” element unless the element is expressly recited using the
phrase “step for”.

1. A synthetic aperture ultrasound tomography imaging
method for imaging a tissue medium with one or more ultra-
sound transducer arrays comprising a plurality of transduc-
ers, the method comprising:
exciting a first transducer with plurality of transducers to
generate an ultrasound field within the tissue medium;

acquiring a transmission signal and a reflection signal from
a second transducer within the one or more ultrasound
transducer arrays; and

generating an ultrasound waveform tomography image

reconstruction using both the acquired reflection and
transmission signals.

2. A method as recited in claim 1, wherein said step of
generating an ultrasound waveform tomography image
reconstruction is a function of computing an acoustic wave
property of the reflection and transmission signals by calcu-
lating a minimum mean square difference between observed
and synthetic waveforms relating to the reflection and trans-
mission signals.

3. A method as recited in claim 2, wherein said image
reconstruction is a function of:

Egm) = min {lld - fiml3}

where |[d—F(m)|,> comprises a misfit function, and d com-
prises data relating to the acquired reflection signal and
transmission signals.

4. A method as recited in claim 1, further comprising per-
forming total-variation regularization to generate sound-
speed reconstructions of the acquired reflection and transmis-
sion signals.

5. A method as recited in claim 4, wherein said total-
variation regularization comprises a misfit function.

6. A method as recited in claim 5, further comprising
obtaining a gradient of the misfit function using an adjoint
state method.

7. A method as recited in claim 4, wherein said total-
variation regularization is a function of:

E(m) =min {lld - Fomll3 + Ay},

and
where ||d—F(m)|,,> comprises a misfit function, d comprises
data relating to the acquired reflection signal and trans-
mission signals, A 1s a positive regularization parameter,
and ||m]| ;- is a TV regularization term.
8. A method as recited in claim 4, wherein A is selected as
a function of:

_ 4= fomi

relmlyy
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where ||d-f(m)|,> is a fidelity term, |m||-, is a regulariza-
tion term and a value of r is defined to be the ratio
between the data fidelity term and the regularization
term.
9. A method as recited in claim 4, wherein said total-
variation regularization comprises a modified total-variation
regularization that is a function of:

E(m, u) = min {ld = 3 + Aallm = wll3 + 22119, 1,

and
where ||d—f(m)| ., comprises a data misfit function, d com-
prises data relating to the acquired reflection signal and
transmission signal, where A, and k., are both positive
regularization parameters, and u is an auxiliary variable.
10. A method as recited in claim 4, wherein A, and A, are
selected as a function of:

data fidelity term |
= r; - regularization term’ =12,

where the values of r, are defined to be the ratio between the

data fidelity term and the regularization term.

11-18. (canceled)

19. A synthetic aperture ultrasound tomography imaging
system for imaging a tissue medium with one or more ultra-
sound transducer arrays comprising a plurality of transduc-
ers, the system comprising:

a processor; and

programming executable on said processor and configured

for:

exciting a first transducer with plurality of transducers to
generate an ultrasound field within the tissue mediuni;

receiving a transmission signal and a reflection signal
from a second transducer within the one or more
ultrasound transducer arrays; and

generating an ultrasound waveform tomography image
reconstruction using both the acquired reflection and
transmission signals.

20. A system as recited in claim 19, wherein said step of
generating an ultrasound waveform tomography image
reconstruction is a function of computing an acoustic wave
property of the reflection and transmission signals by calcu-
lating a minimum mean square difference between observed
and synthetic waveforms relating to the reflection and trans-
mission signals.

21. A system as recited in claim 20, wherein the image
reconstruction is a function of:

Em) = min {|ld - fim)3).

where ||d-F(m)|,> comprises a misfit function, and d com-
prises data relating to the acquired reflection signal and
transmission signal.
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22. A system as recited in claim 19, wherein total-variation
regularization is performed to generate sound-speed recon-
structions of the acquired reflection and transmission signals.

23. A system as recited in claim 22, wherein said total-
variation regularization comprises a misfit function.

24. A system as recited in claim 23, wherein a gradient of
the misfit function is obtained using an adjoint state system.

25. A system as recited in claim 22, wherein said total-
variation regularization is a function of:

E(n) =min {|d - S5 + Almllzy ),

and
where ||d—F(m)|, comprises a misfit function, d comprises
data relating to the acquired reflection signal and trans-
mission signals, A 1s a positive regularization parameter,
and |m]| ;-1 a TV regularization term.
26. A system as recited in claim 22, wherein A is selected as
a function of:

_lld= s

rellmlly

where ||d—f(m)|l,* is a fidelity term, ||m)|,, is a regulariza-
tion term and a value of r is defined to be the ratio
between the data fidelity term and the regularization
term.
27. A system as recited in claim 22, wherein said total-
variation regularization comprises a modified total-variation
regularization that is a function of:

Eln, u) = min {|d = F I + Aallm = ll3 + AalIV. Ny

and
where ||d-f(m)|,> comprises a data misfit function, d com-
prises data relating to the acquired reflection signal and
transmission signal, where A, and A, are both positive
regularization parameters, and u is an auxiliary variable.
28. A system as recited in claim 22, wherein A, and A, are
selected as a function of:

data fidelity term L2
s, i=1,2
'~ r;-regularization term

where the values of r, are defined to be the ratio between the
data fidelity term and the regularization term.

29-38. (canceled)
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