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57) ABSTRACT

An apparatus and method for determining the apparent
intima-media thickness (IMT) of arteries through acquisi-
tion and analysis of ultrasound images comprising an array
of pixel intensities. A datum, or datums, may be established
across multiple columns of pixels bounding the portion of
the image containing either the lumen/intima boundary, the
media/adventitia boundary, or both. The datums may be
approximate the shape of one more of the lumen, intima,
media, and adventitia. Within a bounded portion of the
image, a method may search for intensity gradients having
characteristics indicating the gradients represent probable
locations of the lumen/intima and media/adventitia bound-
aries. An IMT measurement is calculated based on the
location of the lumen/intima and media/adventitia bound-
aries. An IMT measurement may be adjusted for sloping or
tapering of an artery wall.
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ULTRASONIC BLOOD VESSEL MEASUREMENT
APPARATUS AND METHOD

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a continuation of U.S. patent
application Ser. No. 10/682,699 filed Oct. 9, 2003 entitled
“ULTRASONIC BLOOD VESSEL. MEASUREMENT
APPARATUS AND METHOD,” the disclosure of which is
incorporated herein by reference, which is a continuation-
in-part of U.S. patent application Ser. No. 10/407,682 filed
Apr. 7,2002 entitled “METHOD, APPARATUS, AND
PRODUCT FOR ACCURATELY DETERMINING THE
INTIMA-MEDIA THICKNESS OF A BLOOD VESSEL,”
and claims priority through the foregoing patent applications
to U.S. provisional patent applications Ser. No. 60/424,027
filed Nov. 6, 2002 entitled “METHOD AND APPARATUS
FOR INTIMA-MEDIA THICKNESS MEASURING
MECHANISM EMBEDDED IN ULTRASOUND IMAG-
ING DEVICE;” Ser. No. 60/424,464 filed Nov. 8, 2002
entitled “METHOD AND APPARATUS FOR MEASUR-
ING INTIMA-MEDIA THICKNESS ACROSS MULTIPLE
SIMILAR IMAGES;” Ser. No. 60/424,471 filed Nov. §,
2002 entitled “METHOD AND APPARATUS FOR INCOR-
PORATING INTIMA-MEDIA TAPERING EFFECTS ON
INTIMA-MEDIA THICKNESS CALCULATIONS;” Ser.
No. 60/424,463 filed Nov. 8, 2002 entitled “METHOD AND
APPARATUS FOR USING ULTRASOUND IMAGES TO
CHARACTERIZE ARTERIAL WALL TISSUE COMPO-
SITION;” and Ser. No. 60/424,465 filed Nov. 8, 2002
entitled “METHOD AND APPARATUS FOR REGEN-
ERATION OF INTIMA-MEDIA THICKNESS MEA-
SUREMENTS.”

TECHNICAL FIELD

[0002] This invention pertains to methods and apparatus
for processing digital images of vascular structures includ-
ing blood vessels. More particularly, it relates to methods for
interpreting ultrasonic images of the common carotid artery.

BACKGROUND OF THE INVENTION

[0003] Coronary artery disease (CAD) is a narrowing of
the arteries that supply the heart with blood carrying oxygen
and nutrients. CAD may cause shortness of breath, angina,
or even heart attack. The narrowing of the arteries is
typically due to the buildup of plaque, or, in other words, an
increase in the atherosclerotic burden. The buildup of plaque
may also create a risk of stroke, heart attacks, and embolisms
caused by fragments of plaque detaching from the artery
wall and occluding smaller blood vessels. The risk of plaque
detachment is particularly great when it is first deposited on
the artery wall inasmuch as it is soft and easily fragmented
at that stage.

[0004] Measurement of the atherosclerotic burden of the
coronary artery itself is difficult and invasive. Moreover,
assessment of risk often involves measuring both the ath-
erosclerotic burden and its rate of progression. This assess-
ment therefore involves multiple invasive procedures over
time. Treatment of CAD also requires additional invasive
procedures to measure a treatment’s effectiveness.

[0005] The carotid artery, located in the neck close to the
skin, has been shown to mirror the atherosclerotic burden of
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the coronary artery. Moreover, studies have shown that a
reduction of the atherosclerotic burden of the coronary
artery will parallel a similar reduction in the carotid artery.

[0006] One noninvasive method for measuring the athero-
sclerotic burden is the analysis of ultrasound images of the
carotid artery. High resolution, B-mode ultrasonography is
one adequate method of generating such images. Ultrasound
images typically provide a digital image of the various
layers comprising the carotid artery wall, which may then be
measured to determine or estimate the extent of atheroscle-
rosis. Other imaging systems may likewise provide digital
images of the carotid artery, such as magnetic resonance
imaging (MRI) and radio frequency imaging.

[0007] The wall of the carotid artery comprises the intima,
which is closest to the blood flow and which thickens, or
appears to thicken, with the deposit of fatty material and
plaque; the media, which lies adjacent the intima and which
thickens as a result of hypertension; and the adventitia,
which provides structural support for the artery wall. The
channel in which blood flows is the lumen. The combined
thickness of the intima and media layers, or intima-media
thickness (IMT), is reflective of the condition of the artery
and can accurately identify or reflect early stages of athero-
sclerotic disease.

[0008] An ultrasound image typically comprises an array
of pixels, each with a specific value corresponding to its
intensity. The intensity (brightness) of a pixel corresponds to
the density of the tissue it represents, with brighter pixels
representing denser tissue. Different types of tissue, each
with a different density, are therefore distinguishable in an
ultrasonic image. The lumen, intima, media and adventitia
may be identified in an ultrasound image due to their
differing densities.

[0009] An ultrasound image is typically formed by emit-
ting sound waves toward the tissue to be measured and
measuring the intensity and phase of sound waves reflected
from the tissue. This method of forming images is subject to
limitations and errors. For example, images may be subject
to noise from imperfect sensors. Another source of error is
the attenuation of sound waves that reflect off tissue located
deep within the body or beneath denser tissue. Random
reflections from various objects or tissue boundaries, par-
ticularly due to the non-planar ultrasonic wave, may add
noise also.

[0010] The limitations of ultrasonography complicate the
interpretation of ultrasound images. Other systems designed
to calculate IMT thickness reject accurate portions of the
image when compensating for these limitations. Some IMT
measurement systems will divide an image into columns and
examine each column, looking for maxima, minima, or
constant portions of the image in order to locate the layers
of tissue comprising the artery wall. Such systems may
reject an entire column of image data in which selected
portions of the wall are not readily identifiable. This method
fails to take advantage of other portions of the artery wall
that are recognizable in the column. Furthermore, examining
columns of pixels singly fails to take advantage of accurate
information in neighboring columns from which one may
extrapolate, interpolate, or otherwise guide searches for
information within a column of pixels.

[0011] Another limitation of prior methods is that they fail
to adequately limit the range of pixels searched in a column
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of pixels. Noise and poor image quality can cause any search
for maxima, minima, or intensity gradients to yield results
that are clearly erroneous. Limiting the field of search is a
form of filtering that eliminates results that cannot possibly
be accurate. Prior methods either do not limit the field
searched for critical points or apply fixed constraints that are
not customized, or even perhaps relevant, to the context of
the image being analyzed.

[0012] What is needed is a method for measuring the IMT
that compensates for limitations in ultrasonic imaging meth-
ods. It would be an advancement in the art to provide an IMT
measurement method that compensates for noise and poor
image quality while taking advantage of accurate informa-
tion within each column of pixels. It would be a further
advancement to provide a method for measuring the IMT
that limited the field of search for critical points to regions
where the actual tissue or tissue boundaries can possibly be
located.

BRIEF SUMMARY OF THE INVENTION

[0013] In view of the foregoing, it is a primary object of
the present invention to provide a novel method and appa-
ratus for extracting IMT measurements, from ultrasound
images of the carotid artery.

[0014] Tt is another object of the present invention to
reduce error in measurements by restricting searches for the
lumen/intima boundary and media/adventitia boundary, to
regions likely to contain them.

[0015] It is another object of the present invention to
bound a search region using a datum, or datums, calculated
beforehand based on analysis of a large portion of a mea-
surement region in order to improve processing speed and
accuracy.

[0016] It is another object of the present invention to
validate putative boundary locations using thresholds
reflecting the actual make-up of the image.

[0017] Tt is another object of the present invention to
validate putative boundary locations based on their proxim-
ity to known features of ultrasound images of tissue struc-
ture, such as the carotid artery.

[0018] It is another object of the present invention to
compensate for sloping and tapering of the carotid artery as
well as misalignment of an image frame of reference with
respect to the axial orientation of the artery.

[0019] Tt is another object of the present invention to
compensate for low contrast and noise by extrapolating and
interpolating from high contrast portions of an image into
low contrast portions of the image.

[0020] Consistent with the foregoing objects, and in accor-
dance with the invention as embodied and broadly described
herein, an apparatus is disclosed in one embodiment of the
present invention as including a computer programmed to
run an image processing application and to receive ultra-
sound images of the common carotid artery.

[0021] An image processing application may carry out a
process for measuring the intima-media thickness (IMT)
providing better measurements, less requirement for user
skill, and a higher reproducibility. As a practical matter,
intensity varies with the constitution of particular tissues.
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However, maximum difference in intensity is not typically
sufficient to locate the boundaries of anatomical features.
Accordingly, it has been found that in applying various
techniques of curve fitting analysis and signal processing,
structural boundaries may be clearly defined, even in the
face of comparatively “noisy” data.

[0022] In certain embodiments of a method and apparatus
in accordance with the invention. an ultrasonic imaging
device or other imaging devices, such as a magnetic reso-
nance imaging system (MRI), a computed tomography scan
(CT-Scan), a radio frequency image, or other mechanism
may be used to create a digital image. Typically, the digital
image contains various pixels, each pixel representing a
picture element of a specific location in the image. Each
pixel is recorded with a degree of intensity. Typical intensity
ranges run through values between zero and 255. In alter-
native embodiments, pixels may have color and intensity.

[0023] In certain embodiments. an image is first calibrated
for dimensions. That is, to determine an IMT value, the
dimensions of the image must necessarily be calibrated
against a reference measurement. Accordingly, the scale on
an image may be applied to show two dimensional mea-
surements across the image.

[0024] In certain embodiments, an ultrasonic image is
made with a patient lying on the back with the image taken
in a horizontal direction. Accordingly, the longitudinal direc-
tion of the image is typically horizontal, and coincides with
approximately the axial direction of the carotid artery. A
vertical direction in the image corresponds to the approxi-
mate direction across the carotid artery.

[0025] In certain embodiments of methods and apparatus
in accordance with the invention, a measurement region may
be selected by a user, or by an automated algorithm. A user
familiar with the appearance of a computerized image from
an ultrasound system may quickly select a measurement
region. For example, the horizontal center of an image may
be selected near the media/adventitia boundary of the blood
vessel in question.

[0026] Less dense materials tend to appear darker in
ultrasound images, having absorbed the ultrasonic signal
from a transmitter, and thus provide less of a return reflec-
tion to a sensor. Accordingly. a user may comparatively
quickly identify high intensity regions representing the more
dense and reflective material in the region of the adventitia
and the darker, low density or absorptive region in the area
of the lumen.

[0027] In general, a method or characterizing plaque
buildup in a blood vessel may include a measurement of an
apparent intima-media thickness. In one embodiment, the
method may include providing an image. An image is
typically oriented with a longitudinal direction extending
horizontally relative to a viewer and a transverse direction
extending vertically relative to a viewer. This orientation
corresponds to an image taken of a carotid artery in the neck
of the user lying on an examination table. Thus, the carotid
artery is substantially horizontally oriented. The axial direc-
tion 1s the direction of blood flow in a blood vessel, and the
lateral direction is substantially orthogonal thereto. The
image is typically comprised of pixels. Each pixel has a
corresponding intensity associated with the intensity of the
sound waves reflected from that location of the subject
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represented by a selected region of the image created by the
received waves at the wave receiver.

[0028] In selected embodiments of an apparatus and
method in accordance with the invention, a series of longi-
tudinal positions along the image may be selected and the
brightest pixel occurring in a search in the lateral direction
is identified for each longitudinal position. The brightest
pixel at any longitudinal position is that pixel, located in a
lateral traverse of pixels in the image, at which the image has
the highest level of intensity. The brightest pixels maybe
curve fit by a curve slaving a domain along the longitudinal
direction, typically comprising the longitudinal locations or
positions. and having a range corresponding to the lateral
locations of each of the brightest pixels. A curve fit of these
brightest pixels provides a curve constituting an adventitia
datum.

[0029] The adventitia datum is useful, although it is not
necessarily the center, nor a boundary, of the adventitia.
Nevertheless. a polynomial, exponential, or any other suit-
able mathematical function may be used to fit the lateral
locations of pixels. The curve fit may also be accomplished
by a piecewise fitting of the brightest pixel positions dis-
tributed along the longitudinal direction. Other curve fits
may be made over the same domain using some other
criterion for selecting the pixels in the range of the curve. In
some embodiments, a first, second, or third order polyno-
mial may be selected to piecewise curve fit the adventitia
datum along segments of the longitudinal extent of the
image. Other functions may be used for piecewise or other
curve fits of pixels meeting selected criteria over the domain
of interest.

[0030] In certain embodiments, a lumen datum may be
located by one of several methods. In one embodiment, the
lumen datum is found by translating the adventitia datum to
a location in the lumen at which substantially every pixel
along the curve shape has an intensity less than some
threshold value. The threshold value may be a lowest
intensity of the image. Alternatively, a threshold value may
be something above the lowest intensity of pixels in the
image, but nevertheless corresponding to the general
regional intensity or a bounding limit thereof found within
or near the lumen. The lowest intensity of the image may be
extracted from a histogram of pixel intensities within a
measurement region. In some embodiments, the threshold is
set as the intensity of the lowest intensity pixel in the
measurement region plus 10 percent of the difference in
intensities between the highest and lowest intensities found
in the measurement region. In still other embodiments, an
operator may simply specify a threshold.

[0031] In another embodiment, the lumen datum may be
identified by locating the pixel having a lowest intensity
proximate some threshold value or below some threshold
value. This may be further limited to a circumstance where
the next several pixels transversely are likewise of such low
intensity in a lateral (vertical, transverse) direction away
from the adventitia. By whichever means it is found, a lumen
datum comprises a curve fit of pixels representing a set of
pixels corresponding to some substantially minimal inten-
sity according to a bounding condition.

[0032] In certain embodiments, a media datum may be
defined or located by fitting yet another curve to the lateral
position of media dark pixels distributed in a longitudinal
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direction, substantially between the lumen datum and the
adventitia datum. Media dark pixels have been found to
evidence a local minimal intensity in a sequential search of
pixels in a lateral direction, between the lumen datum and
the adventitia datum. That is, image intensity tends to
increase initially with distance from the lumen, then it tends
to decrease to a local minimum within the media, then it
tends to increase again as one moves from the media toward
the adventitia.

[0033] As a practical matter, threshold values of intensity
or distance may be provided to limit ranges of interest for
any search or other operation using image data. For
example, it has been found that a threshold value of ten
percent of the difference, between the maximum intensity in
a measurement region and the minimum intensity. Lidded to
the minimum intensity is a good minimum threshold value
for assuring that media dark pixels found are not actually
located too close to the lumen. Similarly, a threshold may be
set below the maximum intensity within the measurement
region, in order to assure that minima arc ignored that may
still be within the region of non-interest near the adventitia
when searching for the location of media dark pixels. In
some instances. 25 percent of the difference between maxi-
mum and minimum intensities added to the minimum inten-
sity is a good increment for creating a threshold value.

[0034] In some circumstances, a pixel located within or at
half the distance between (from) the adventitia datum and
(to) the lumen datum may be used as the location of a media
dark pixel, such as a circumstance where no adequate local
minimum Is found. That is, if the actual intensities are
monotonically decreasing from the adventitia toward the
lumen, then no local minimum may exist short of the lumen.
In such a circumstance, limiting the media datum points
considered to those closer to the adventitia than to the
halfway point between the lumen datum and the adventitia
datum has been shown to be an effective filter,

[0035] 1In general, the media datum is curve fit to the line
of media dark pixels. However, it has also been found
effective to establish a temporary curve fit of media dark
pixels and move all media dark pixels lying between the
temporary curve fit and the adventitia datum directly over
(laterally) to the temporary curve fit. By contrast, those
media dark pixels that may lie toward the lumen from the
temporary curve fit are allowed to maintain their actual
values. One physical justification for this filtering concept is
the fact that the boundary of the adventitia is not nearly so
subject to variation as the noise of data appears to show.
Accordingly, and particularly since the actual media/adven-
titia boundary is of great importance. weighting the media
datum to be fit to no points between the temporary curve fit
and the adventitia datum, has been shown to be an effective
filter.

[0036] In certain embodiments, the lumen/intima bound-
ary may be determined by locating the largest local intensity
gradient, that is, locating the maximum rate of change in
intensity with respect to movement or position in the lateral
direction in a traverse from the lumen datum toward the
media datum. This point of local steepest ascent in such a
lateral traverse has been found to accurately represent the
lumen/intima boundary. A spike removing operation may be
applied to a lumen/intima boundary to remove aberrant
spikes in the boundary. The resulting boundary may also be
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curve fit to reduce error. In some embodiments the a spike
removing operation is performed before any curve fit to
improve the accuracy of the resulting curve.

[0037] Similarly, the media/adventitia boundary has been
found to be accurately represented by those points or pixels
representing the point of steepest ascent in intensity or most
rapid change in intensity with respect to a lateral position, in
a traverse from the media datum toward the adventitia
datum. Clearly, the distance between the lumen/intima
boundary and the media/adventitia boundary represents the
intima-media thickness. A spike removing operation may be
applied to a media/adventitia boundary to remove aberrant
spikes in the boundary. The resulting boundary may also be
curve fit to reduce error. In some embodiments the a spike
removing operation is performed before any curve fit to
improve the accuracy of the resulting curve.

BRIEF DESCRIPTION OF THE DRAWINGS

[0038] For a more complete understanding of the present
invention, reference is now made to the following descrip-
tions taken in conjunction with the accompanying drawing,
in which:

[0039] The foregoing and other objects and features of the
present invention will become more fully apparent from the
following description, taken in conjunction with the accom-
panying drawings. Understanding that these drawings depict
only typical embodiments of the invention and are, there-
fore, not to be considered limiting of its scope, the invention
may be seen in additional specificity and detail in the
accompanying drawings where:

[0040] FIG. 1is a schematic diagram of a general purpose
computer suitable for use in accordance with the present
invention;

[0041] FIG. 2 is a schematic representation of a system
suitable for creating and analyzing ultrasonic images of a
carotid artery;

[0042] FIG. 3 is an example of an ultrasonic image of the
common carotid artery;

[0043] FIG. 4 is a simplified representation of certain
features of an ultrasonic image of the common carotid
artery,

[0044] FIG. 5 is a schematic block diagram of a comput-
ing system and data structures suitable for analyzing ultra-
sonic images, in accordance with the invention;

[0045] FIG. 6 is a process flow diagram of a process
suitable for locating certain features in an ultrasonic image
of an artery, in accordance with the invention;

[0046] FIG. 7 is a schematic block diagram of data
structures suitable for implementing a preparing module in
accordance with the invention;

[0047] FIG. 8 is a schematic representation of a measure-
ment region and a sampling region superimposed on an
ultrasound image of the wall of an artery, in accordance with
the invention;

[0048] FIG. 9 is a process flow diagram of an adapting
process. in accordance with the invention,

[0049] FIG. 10 is a histogram of the intensity of pixels
within a sampling region with the location of thresholds
marked in accordance with the invention;
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[0050] FIG. 11 is a graph of pixel intensities versus their
locations for a column of pixels. in accordance with the
invention;

[0051] FIG. 12 is a simplified representation of a portion
of an ultrasound image of the carotid artery having lumen,
media, and adventitia datums superimposed thereon, in
accordance with the invention;

[0052] FIG. 13 is a process flow diagram of an adventitia
locating process, in accordance with the invention,

[0053] FIG. 14 is a series of graphs representing pixel
intensity versus location for columns of pixels with lines
representing a process used to compensate for noise and
poor contrast, in accordance with the invention;

[0054] FIG. 15 is a process flow diagram of a lumen
locating process. in accordance with the invention,

[0055] FIG. 16 is a process flow diagram of a process for
compensating for low contrast. in accordance with the
invention;

[0056] FIG. 17 is a process flow diagram of an alternative
lumen locating process, in accordance with the invention:

[0057] FIG. 18 is a simplified representation of an ultra-
sonic image of the common carotid artery with lines repre-
senting he process of adapting an adventitia datum to find a
rumen cialum. in accordance with the invention;

[0058] FIG. 19 is a process flow diagram of a media
datum locating process, in accordance with the invention;

[0059] FIG. 20 is a flow chart representing a process for
locating a media dark pixel in a column of pixels. in
accordance with the invention;

[0060] FIG. 21 is a process flow diagram representing an
alternative media datum locating process, in accordance
with the invention;

[0061] FIG. 22 is a graphical representation of the process
of adjusting minima locations in order to find a media
datum;

[0062] FIG. 23 is a process flow diagram of a lumen/
intima boundary locating process, in accordance with the
invention;

[0063] FIG. 24 is a process flow diagram of a media/
adventitia boundary locating process, in accordance with the
invention;

[0064] FIG. 25 is a schematic block diagram of data
structures suitable for implementing a calculating module in
accordance with the invention;

[0065] FIG. 26 is a process flow diagram of a taper
compensating process in accordance with the invention;

[0066] FIG. 27 is a Graph representing the IMT measure-
ments taken along a measurement region;

[0067] FIG. 28 is a graph illustrating the portions of an
IMT measurement used to calculate a normalization factor.
in accordance with the invention; and

[0068] FIG.29 is a graph illustrating the normalization of
IMT thicknesses along a portion of, the carotid artery, in
accordance with the invention.
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DETAILED DESCRIPTION OF THE
INVENTION

[0069] It will be readily understood that the components of
the present invention, as generally, described and illustrated
in the Figures herein, could be arranged and designed in a
wide variety of different configurations. Thus, the following
more detailed description of the embodiments of the system
and method of the present invention, as represented in
FIGS. 1-29, is not intended to limit the scope of the
invention, as claimed, but is merely representative of certain
presently preferred embodiments in accordance with the
invention. These embodiments will be best understood by
reference to the drawings, wherein like parts are designated
by like numerals throughout.

[0070] Those of ordinary skill in the art will, of course,
appreciate that various modifications to the details illustrated
in FIGS. 1-29 may easily be made without departing from
the essential characteristics of the invention. Thus, the
following description is intended only by way of example,
and simply illustrates certain presently preferred embodi-
ments consistent with the invention as claimed herein.

[0071] Referring now to FIG. 1, an apparatus 10 may
include a node 11 (client 11, computer 11.) containing a
processor 12 or CPU 12. The CPU 12 may be operably
connected to a memory device 14. A memory device 14 may
include one or more devices such as a hard drive 16 or
non-volatile storage device 16, a read-only memory 18
(ROM) and a random-access (and usually volatile) memory
20 (RAM).

[0072] The apparatus 10 may include an input device 22
for receiving inputs from a user or another device. Similarly,
an output device 24 may be provided within the node 11, or
accessible within the apparatus 10. A network card 26
(interface card) or port 28 may be provided for connecting
to outside devices. such as the network 30.

[0073] Iaternally, a bus 32 (system bus 32) may operably
interconnect the processor 12, memory devices 14, input
devices 22, output devices 24, network card 26 and port 28.
The bus 32 may be thought of as a data carrier. As such, the
bus 32 may be embodied in numerous configurations. Wire,
fiber optic line, wireless electromagnetic communications
by visible light, infrared, and radio frequencies may likewise
be implemented as appropriate for the bus 32 and the
network 30.

[0074] TInput devices 22 may include one or more physical
embodiments. For example, a keyboard 34 may be used for
interaction with the user, as may a mouse 36. A touch screen
38, a telephone 39, or simply a telephone line 39, may be
used for communication with other devices. with a user, or
the like.

[0075] Similarly, a scanner 40 may be used to receive
graphical inputs which may or may not be translated to other
character formats. A hard drive 41 or other memory device
14 may be used as an input device whether resident within
the node 11 or some other node 52 (e.g., 52a, 52b, etc.) on
the network 30. or from another network 50.

[0076] Output devices 24 may likewise include one or
more physical hardware units. For example, in general, the
port 28 may be used to accept inputs and send outputs from
the node 11. Nevertheless, a monitor 42 may provide outputs
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to a user for feedback during a process, or for assisting
two-way communication between the processor 12 and a
user. A printer 44 or a hard drive 46 may be used for
outputting information as output devices 24.

[0077] In general, a network 30 to which a node 11
connects may, in turn, be connected through a router 48 to
another network 50. In general, two nodes 11, 52 may be on
a network 30, adjoining networks 30, 30, or may be sepa-
rated by multiple routers 48 and multiple networks 50 as
individual nodes 11, 52 on an internetwork. The individual
nodes 52 may have various communication capabilities.

[0078] In certain embodiments, a minimum of logical
capability may be available in any node 52. Note that any of
the individual nodes 52, regardless of trailing reference
letters, may be referred to, as may all together, as a node 52
or nodes 52.

[0079] A network 30 may include one or more servers 54.
Servers may be used to manage, store, communicate, trans-
fer, access, update, and the like, any number of files for a
network 30. Typically, a server 54 may be accessed by all
nodes 11, 52 on a network 30. Nevertheless, other special
functions, including communications, applications, and the
like may be implemented by an individual server 54 or
multiple servers 54.

[0080] In general, a node 11 may need to communicate
over a network 30 with a server 54, a router 48, or nodes 52.
Similarly, a node 11 may need to communicate over another
network (50) in an internetwork connection (e.g. Internet)
with some remote node 52. Likewise, individual compo-
nents of the apparatus 10 may need to communicate data
with one another. A communication link may exist, in
general, between any pair of devices or components.

[0081] By the expression “nodes”52 is meant anyone or all
of the nodes 48, 52, 54, 56, 58, 60, 62, 11. Thus, any one of
the nodes 52 may include any or all of the component parts
illustrated in the node 11.

[0082] To support distributed processing, or access, a
directory services node 60 may provide directory services as
known in the art. Accordingly, a directory services node 60
may host software and data structures required for providing
directory services to the nodes 52 in the network 30 and may
do so for other nodes 52 in other networks 50.

[0083] The directory services node 60 may typically be a
server 54 in a network. However, it may be installed in any
node 52. To support directory services, a directory services
node 52 may typically include a network card 26 for
connecting to the network 30, a processor 12 for processing
software commands in the directory services executables, a
memory device 20 for operational memory as well as a
non-volatile storage device 16 such as a hard drive 16.
Typically, an input device 22 and an output device 24 are
provided for user interaction with the directory services
node 60.

[0084] Referring to FIG. 1 in one embodiment, a node 11
may be embodied as any digital computer 11, such as a
desktop computer 11. The node 11 may communicate with
an ultrasound system 62 having a transducer 64, or “sound
head”64, for emitting sound waves toward tissue to be
imaged and sensing sound waves reflected from the tissue.
The ultrasound system 62 then interprets the reflected sound
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waves to form an image of the tissue. The image may then
be transmitted to the node 11 for display on a monitor 4"
and/or for analysis. The transducer 64 may be positioned
proximate the carotid artery 65 located in the neck of a
patient 66 in order to produce an ultrasonic image of the
common carotid artery (hereinafter “the carotid artery”). Of
course, other imaging methods such as magnetic resonance
imaging (MRI) or the like may be used to generate an image
of a carotid artery 65.

[0085] A server 54 may be connected to the node 11 via a
network 30. The server 54 may store the results of analysis
and/or archive other data relevant to the measurement of the
carotid artery and the diagnosis of medical conditions.

[0086] FIG. 3 is an example of an ultrasonic image of a
carotid artery produced by an ultrasound system 62. The
shades of gray indicate reflectivity, and typically density, of
the tissue, with white areas representing the densest and
most reflective tissue and black areas the least dense or least
reflective tissue. The image output by the ultrasound system
may also include markings such as calibration marks 72a-
72e¢ or a time stamp 72f.

[0087] Referring to FIG. 4, an ultrasonic image of the
carotid artery comprises an array of pixels each associated
with a numerical value representing the intensity (e.g. black,
white, gray shade, etc.) of that pixel. Accordingly, a hori-
zontal direction 74 may be defined as extending along the
rows or pixels in the image and a lateral direction 76 may be
defined as extending along the columns of pixels. In some
embodiments of the invention, the lateral direction 76 may
be substantially perpendicular to the direction of blood flow
in the carotid artery. The horizontal direction 74 may be
substantially parallel to the direction of blood flow.

[0088] An ultrasonic image of the carotid artery typically
reveals various essential features of the artery, such as the
lumen 78, representing the cavity portion of the artery
wherein the blood flows, as well as the intima 80, the media
82, and the adventitia 84, all of which form the wall of the
artery. The thickness of the intima 80 and the media 82
(intima-media thickness or IMT) may be measured to diag-
nose a patient’s risk of arterial sclerosis such as coronary
artery disease.

[0089] The image typically shows the near wall 86 and the
far wall 88 of the artery. The near wall 86 being closest to
the skin. The far wall 88 typically provides a clearer image
inasmuch as the Intima 80 and media 82 are less dense than
the adventitia 84 and therefore interfere less with the sound
waves reflected from the adventitia 84. To image the near
wall 86, the sound waves reflected from the intima 80 and
media 82 must pass through the denser adventitia 84, which
interferes measurably with the sound waves.

[0090] As the common carotid artery extends toward the
head it eventually bifurcates into the internal and external
carotid arteries. Just before the bifurcation, the common
carotid artery has a dilation point 90. The IMT 92 of the
approximately 10 mm segment 94 below this dilation point
90 (the portion of the common carotid artery distal from the
heart) is typically greater than the IMT 96 of the segment 98
extending between 10 mm and 20 mm away from the
dilation point 90 (the portion of the common carotid artery
proximate the heart). This is the case 88% of the time in the
younger population (average age 25), with the IMT 92 of the
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segment 94 being 14% thicker than the IMT 96 of the
segment 98. On the other hand, 12% of the time the IMT 92
may be the same as the IMT 96, or thinner. Among the older
population (average age 55), the IMT 92 is 8% greater than
the IMT 96 in 69% of the population. However. in 31% of
the older population, the IMT 92 is the same as or smaller
than the IMT 96.

[0091] This tapering of the IMT as one moves away from
the bifurcation may introduce uncertainty into the interpre-
tation of an IMT measurement, inasmuch as variation in
IMT measurements may simply be due to shifting the point
at which a measurement was taken.

[0092] Furthermore. the walls 86, 88 may be at an angle
100 relative to the horizontal direction 74. Therefore. IMT
measurements that analyze lateral columns of pixels may
vary due to the orientation of the carotid artery in the image
rather than actual variation in thickness.

[0093] Referring to FIG. 5, a memory device 14 coupled
to a processor 12 may contain an image processing appli-
cation 110 having executable and operational data structures
suitable for measuring, among other things, the IMT of the
carotid artery. The image processing application may
include a calibration module 112, an image referencing
module 114, a preparing module 116, a locating module 118,
a calculating module 120, an image quality module 122, and
a reporting module 124.

[0094] The calibration module 112 may correlate the dis-
tances measured on the image to real world distances. The
calibration module 112 typically takes as inputs the pixel
coordinates of two points in an image as well as the actual
distance between the points. The calibration module then
uses these known values to convert other distances measured
in the image to their true values.

[0095] The calibration module 112 may extract the pixel
coordinates from the image by looking for the calibration
marks 72a-72¢. The true distance between the marks 72a-
72d may be known such that no user intervention is needed
to provide it, or the calibration module may prompt a user
to input the distance or extract the value from a file or the
like. Alternatively mark 72e¢ may indicate this distance
between the calibration points 72a-72d in some embodi-
ments, such information as the model of ultrasound machine
62. zoom mode, or the like may be displayed, and the
calibration module 112 may store calibration factors and the
like mapped to the various ultrasound machines 62 and their
various zoom modes.

[0096] The calibration module may then calibrate an
image based on known calibration factors for a particular
ultrasound machine 62 in a particular zoom mode. The
calibration module 112 may also search for “landmarks,”
such as physical features, patterns, or structures, in an image
and perform the calibration based on a known distance
between the landmarks or a known size of a landmark.

[0097] The image referencing module 114, preparing
module 116, locating module 118, and calculating module
120 typically interpret the image and extract IMT measure-
ments and the like. The operation of these modules will be
described in greater detail below.

[0098] The image quality module 122 may operate on the
image, or a selected region of interest within an image, to
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remove noise and otherwise improve the image. For
example, the image quality module 122 may apply a low
pass filter to remove noise from the image or use an edge
detection or embossing filter to highlight edges. In a typical
ultrasound image of the carotid artery, the layers of tissue
extend parallel to the horizontal direction 74. Accordingly, a
lateral filter may be applied in a substantially horizontal
direction 74, or a direction parallel to the boundary between
the layers of tissue, to reduce noise in a biased direction, to
prevent loss of edge data that may indicate the boundary
between different lavers of tissue.

[0099] The image quality module 122 may also notify a
user when an image is too noisy to be useful. For example,
the image quality module may display on a monitor 42 a
gauge, such as a dial indicator, numerical value, color coded
indicator. or the like, indicating the quality of the image. In
some embodiments, the image quality module 122 may
evaluate the quality of an image by first locating the portion
of the image representing the lumen 78. Because the lumen
78 is filled with blood of substantially constant density, a
high quality image of the lumen would be of substantially
constant pixel intensity. Accordingly, the image quality
module 122 may calculate and display the standard devia-
tion of pixel intensities within the lumen as an indicator of
the noisiness of an image. The smaller the standard deviation
of the pixel intensities. the higher the quality of the image.

[0100] The image quality module 122 may locate the
lumen 78 in the same manner as the locating module 118 as
discussed below. After finding the lumen/intima boundary at
both the near wall 86 and the far wall 88, the image quality
module 122 may examine the region between the two
boundaries to calculate the standard deviation of lumen pixel
intensities. Alternatively, the image quality module 122 may
evaluate a region of predetermined dimensions with one
edge lying near the lumen/intima boundary.

[0101] Another criterion that the image quality module
122 may use to evaluate quality is a histogram of pixel
intensities in a measurement region or, in other words, a
portion of the image where the IMT is measured. Alterna-
tively, a larger area including the area surrounding the
measurement region may be used to compute the histogram.
The form of the histogram will typically vary in accordance
with the quality of the image. The image quality module 122
may store an image of a histogram generated from a high
quality image and display it on an output device 24 along
with the histogram of the image being analyzed.

[0102] Operators may then be trained to identify a “good”
histogram in order to determine whether measurements
taken from a particular image are reliable. The image quality
module may likewise store and display images of medium
quality and poor quality histograms to aid an operator.
Alternatively, the image quality module 122 automatically
compare a histogram to stored images high, medium, and/or
low quality histograms and rate their similarity. This may be
accomplished by pattern-matching techniques or the like.

[0103] The reporting module 124 may format the results
of calculations and send them to an output device 24, such
as a monitor 42, printer 44, hard drive 46, or the like. The
image processing application 110 may also store results in,
or retrieve information from, a database 126 having a
database engine 128 for storing, organizing, and retrieving
archived data. The database 126, as with any module com-
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prising the invention, may be physically located on the same
node 11 or may be located on a server 54, or other node
52a-52d, and may communicate with a node 11 via a
network 30. The database engine 128 may be that of any
suitable databasing application known in the art.

[0104] The database 126 may store various records 129.
The records 129 may include patient records 130. Patient
records 130 may store such information as a patient’s age,
weight, risk factors, cardiovascular diseases, prior IMT
measurements, and other relevant medical information. The
diagnostic data 131 may provide data to support a statistical
analysis of a patient’s risk of developing a cardiovascular
discase. For example, diagnostic data 131 may include the
results of studies, or the like, linking IMT measurements
and/or other risk factors with a patient’s likelihood of
developing coronary artery disease.

[0105] Measurement records 132 may include information
concerning the measurement process itself. For example.
measurement records 132 may include a reference to an
ultrasound image analyzed or the image itself. Measurement
records 132 may also include any inputs to the measurement
process, the name of the operator who performed the mea-
surement, the algorithm used to analyze the image, values of
various parameters employed, the date the measurement was
made, ultrasound machine data, values of sources of error,
and the like.

[0106] The IMT database 133 may archive IMT measure-
ments for use in the interpretation of later ultrasound images.
The IMT database 133 may include records 134 of prior
measurements, each including an index IMT 135. The index
IMT 135 maybe an IMT value used to characterize the
record 134. For example. IMT measurements along a por-
tion of the carotid artery may be stored based on the IMT at
a standardized point on an individual carotid artery. Accord-
ingly, the index IMT 135 may be the IMT at the standardized
point. Alternatively, the average of all IMT measurements
along the portion measured may be used as the index IMT
135. IMT measurements 136 may include IMT measure-
ments made at various points along the length of the carotid
artery. The IMT measurements 136 may be of one ultra-
sound image, or an average of measurements from multiple
ultrasound images. In some embodiments an IMT measure-
ment 36 may be a polynomial curve fit of IMT measure-
ments taken along a portion of an artery.

[0107] The memory device 14 may also contain other
applications 137 as well as an operating system 138. The
operating system 138 may include executable (e.g. program-
ming) and operational (e.g. information) data structures for
controlling the various components comprising the node 11.
Furthermore, it will be understood that the architecture
illustrated in FIGS. 2 and 5 is merely exemplary, and
various other architectures are possible without departing
from the essential nature of the invention. For example, a
node 11 may simply be an ultrasound system 62 having at
least a memory device 14 and a processor 12. Accordingly,
the image processing application 110 and/or the database
126 may be embedded in the ultrasound system 62. An
ultrasound 62 may also include a monitor 42, or other
graphical display such as an LCD or LED, for presenting
ultrasound images and the results of calculations.

[0108] Referring to FIG. 6, the process of locating essen-
tial features of the carotid artery may include the illustrated
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steps. It will be understood that the inclusion of steps and the
ordering of steps is merely illustrative and that other com-
binations and orderings of steps are possible without depart-
ing from the essential nature of the invention.

[0109] The process may include an image calibration step
140 to perform the operations described above in conjunc-
tion with the calibration module 112. The preparing step 142
may identify the region of the image representing a portion
of the near wall 86 or far wall 88 to be analyzed. The
referencing step 143 may calculate thresholds, or other
reference values, based on the image for use in later calcu-
lations.

[0110] The locating process 144 may identify the various
layers of tissue forming the artery walls 86, 88. It may also
locate the boundaries between the layers of tissue. Accord-
ingly, the locating process may include an adventitia datum
locating step 146, which identifies the location of the adven-
titia 84 and establishes a corresponding datum. The lumen
datum locating step 148 may establish a datum curve within
the lumen. The media datum locating step 150 may identify
the portion of the artery wail corresponding to the media and
establish a corresponding datum. The lumen/intima bound-
ary locating step 152 may search between the lumen datum
and the media datum for the lumen/intima boundary. The
media/adventitia boundary locating step 154 may search
between the media datum and the adventitia datum for the
media/adventitia boundary.

[0111] Referring to FIG. 7, modules are executables,
programmed to run on a processor 12, and may be stored in
a memory device 14. The preparing step 142 may be carried
out by the preparing module 116, which may comprise an
input module 160, an automation module 162, a reconstruc-
tion module 164, and an adapting module 166.

[0112] Referring to FIG. 8, the input module 160 may
permit a user to select a point 170 in an image, which will
serve as the center of a measurement region 172. The IMT
of columns of pixels within the measurement region may be
measured and all columns averaged together, or otherwise
combined, to yield a final IMT measurement and other
information. Alternatively, the IMT can be curve fit longi-
tudinally. Accordingly, the height 174 of the measurement
region 172 may be chosen such that it includes at least
portions of the lumen 78, the intima 80, the media 82, and
the adventitia 84.

[0113] The input module 160 may enable a user to specify
a width 176 of the measurement region 172. Alternatively,
the input module 160 may simply use a predetermined value.
For example, one adequate value is 5 mm, which is also
approximately the diameter of the carotid artery in most
cases. Whether found automatically, bounded automatically
or by a user, or specified by a user, the width 176 may also
be selected based on the image quality. Where the image is
noisy or has poor contrast, a larger width 176 may be used
to average out errors. In embodiments where the width 176
is chosen automatically, the input module 160 may choose
the width based on an indicator of image quality calculated
by the image quality module 122. Likewise, an operator may
be trained to manually adjust the width 176 based on
indicators of image quality output by the image quality
module 122. In some embodiments, the input module may
incrementally increase or decrease the width 176 in response
to a user input such as a mouse click or keystroke.
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[0114] The input module 160 may also determine which
wall 86, 88 to measure by determining which wall 86, 88 is
laterally nearest the point 170. This may be accomplished by
finding the highly recognizable adventitia 84 in each wall
86, 88 and comparing their proximity to the point 170.
Alternatively, the input module 160 may choose the wall 86,
88 having the highest (or highest average, highest mean,
etc.) intensity in the adventitia 84. and which therefore has
a greater likelihood of having desirable high contrast.

[0115] The point 170 may also serve as the center of a
sampling region 178. The pixels bounded by the sampling
region 178 are used to generate a histogram of pixel inten-
sities that is used by other modules to determine certain
threshold values and to evaluate the quality of the image.
The height 180 is typically chosen to include a portion of
both the lumen 78 and adventitia 84 inasmuch as these
represent the lowest and highest intensity regions, respec-
tively, of the image and will be relevant to analysis of the
histogram. The width 182 may be chosen to provide an
adequate sampling of pixel intensities. In some embodi-
ments, the width 182 is simply the same as the width 176 of
the measurement region 172. Adequate values for the height
180 have been shown to be from one-half to about one-
fourth of the width 176 of the measurement region 172.

[0116] The automating or automation module 162 may
automatically specify the location of a measurement region
172 and/or a sampling region 178. The automation module
162 may accomplish this by a variety of means. For
example, the automation module may simply horizontally
center the region 172 at the center of the image. The lateral
center of the region 172 may be set to the location of the
brightest pixels in the lateral column of pixels at the center
of the image. These brightest pixels would correspond to the
adventitia 84 of the wall having the highest, and therefore
the best, contrast. Alternatively, the automation module 162
may located the lumen 78 by searching a central column of
pixels for a large number of contiguous pixels whose inten-
sity, or average intensity, is below a specific threshold
corresponding to the intensity of pixels in the lumen. One
side of this group of pixels may then be chosen as the center
of the measurement region 172 inasmuch as the sides will
have a high probability of being proximate the lumen/intima
boundary. The automating module 162 may also adjust the
size and location of the measurement region 172 and sam-
pling region 178 to exclude marks 72a-72f that may be
found in an image. The automating module 162 may also
adjust a user selected measurement region 172 and sampling
region 178 to avoid such marks 72a-72f.

[0117] Referring again to FIG, 7, the reconstruction mod-
ule 164 may store relevant user inputs, such as the location
of the point 170 or any user specified dimensions for the
regions 172, 178 in the database 126. The reconstruction
module 164 may also store a signature uniquely identifying
the image measured, or may store the image itself. The
reconstruction module 164 may also store other inputs such
as the algorithm used to locate the layers of tissue or the
method used to eliminate noise.

[0118] The reconstruction module 164 may store this
information in any accessible storage location, such as in the
database 126 as measurement data 132 or the hard drive 46
of the node 11. The reconstruction module 164 may then
retrieve this information and use it to recreate an IMT
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measurement and its process of construction. The recon-
struction module 164 may also allow a user to adjust the
inputs prior to recreating a prior measurement. Therefore,
one can readily study the effect a change of an individual
input has on the measurement results.

[0119] The ability to retrieve inputs and to recreate an IMT
measurement may be useful for training operators to use the
image processing application 110. This ability enables an
expert to review the measurement parameters specified by
an operator and provide feedback. The inputs specified by an
operator can also be stored over a period of time and used
to identify trends or changes in an operator’s specification of
measurement parameters and ultimately allow for validation
and verification of an operator’s proficiency.

[0120] The adapting module 166 may adapt inputs and the
results of analysis to subsequent images in order to reduce
computation time. This is especially useful for tracking IMT
values in a video clip of ultrasound images which comprises
a series of images wherein the image before and the image
after any given image will be similar to it. Given the
similarity of the images, needed inputs and the results of
analysis will typically not vary greatly between consecutive
images.

[0121] For example, the adapting module 166 may adapt
a user selected region 172, 178 to successive images. The
results of other computations discussed below may also be
stored by the adapting module 166 and reused. For example,
the angle 100 and the location of adventitia, media, and
lumen datums, provide rough but still usefully accurate
estimates of the location of the boundaries between layers of
tissue. The adapting module 166 may also use reference
values, or thresholds, generated from the analysis of the
histogram of a previous sampling region 178 for the mea-
surement of a subsequent image.

[0122] Referring to FIG. 9, the adapting module 166 may
also adapt inputs, datums. and other results of calculations to
accommodate change in the image. For example, the adapt-
ing module 166 may shift the location of the region 172 in
accordance to shifting of the carotid artery between succes-
sive images due to movement of the artery itself or move-
ment of the transducer 64. That is, the module 166 may
re-register the image to realign object in the successive
images of the same region.

[0123] Adapting the location of the regions 172, 178 may
provide a variety of benefits, such as reducing the time spent
manually selecting or automatically calculating a region
172, 178. The reduction in computation time may promote
the ability to track the location of the layers of tissue in the
carotid artery in real time. By reducing the time spent
computing the regions. 172, 178 the image processing
application 110 can measure video images at higher frame
rates without dropping or missing frames.

[0124] Accordingly, the adapting module 166 may carry
out an adapting process 186 automatically or with a degree
of human assistance or intervention. An analyzing step 188
is typically carried out by other modules. However, it is the
first step in the adapting process 186. Analyzing 188 a first
image may include calculating reference values for use in
later calculations, in identifying lumen, adventitia. and
lumen datums in the image or both. Analyzing 188 may also
include locating the boundaries between layers of tissue.
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[0125] Once a first image has been analyzed, applying 190
analysis results to a second image may include using one or
more of the same lumen, adventitia, or media datum located
in a first image in the analysis of the second image. Applying
190 results from a first image to a second may simply
include using results without modification in the same
manner as the results were used in the first image. For
example. a datum calculated for a first image may be used
without modification in a second. Alternatively, applying
190 may involve using the results as a rough estimate
(guess) that is subsequently refined and modified during the
measurement process.

[0126] For example, the adventitia 84 typically appears in
ultrasound images as the brightest portion of the carotid
artery. Accordingly, locating the adventitia may involve
finding a maximum intensity (brightness) region. Once the
adventitia 84 is located in a first image, searches for the
adventitia in a second image may be limited to a small
region about the location of the adventitia in the first image.
Thus, the field of search for the adventitia 84 in the second
image is reduced by assuming that the adventitia 84 in the
second image is in approximately the same position as the
adventitia 84 in the first image. Registration may be based
on aligning the adventitia 84 in two images. automatically or
with human assistance.

[0127] Applying 192 inputs to a second image may
include using inputs provided either manually or automati-
cally for the analysis of a first image in comparison with or
directly for use with a second image. The inputs to the
analysis of a first image may also be the result of a
calculation by the adapting module 166 as described below
for the adapting step 194. Thus, for example, the point 170
selected by a user for a first image may be used in a second
image. Likewise, any user-selected, or automatically deter-
mined, height 174, 180 or width 176, 182 for a measurement
region 172 or sampling region 178 may be used to analyze
a new, or compare a second image.

[0128] Adapting 194 inputs to a second image may
include determining how a second image differs from a first
image. One method for making this determination may be to
locate the adventitia 84 and note the location and/or orien-
tation of recognizable irregularities in both the first and
second images. By comparing the location, orientation, or
both of one or more points on the adventitia, which may be
represented by the adventitia datum, the adapting module
166 may calculate how the carotid artery has rotated or
translated within the image. One such point may occur
where the carotid artery transitions from straight to flared at
the dilation point 90. Any translation and/or rotation may
then be applied to the point 170 selected by a user to specify
the measurement region 172 and the sampling region 178.
The rotation and/or translation may also be applied to any
automatically determined position of the regions 172, 178.

[0129] Referring to FIG. 10, while referring generally to
FIGS. 6-9, the image referencing step 143 may calculate
values characterizing a particular image for later use during
analysis of the image. For example, the image referencing
module 114 may generate a histogram 200 of pixel intensi-
ties within the sampling region 178. The image referencing
module may also calculate adventitia, media, and lumen
thresholds based on the histogram 200 in order to facilitate
the location of regions of the image corresponding to the
lumen 78, media 82 and adventitia 84.
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[0130] For example, the lumen threshold 202 may be
chosen to be at a suitable (e.g. the 10th) percentile of pixel
intensities. Of course other values may be chosen depending
on the characteristics of the image. Alternatively, the lumen
threshold 202 may be chosen based on the absolute range of
pixel intensities present in the sampling region 78. In some
embodiments, the lumen threshold 202 may be calculated
based on the minimum intensity 204 and maximum intensity
206 apparent in the histogram 200. For example, the lumen
threshold 202 may be calculated as a suitable fraction of the
maximum difference in pixel intensity. The following for-
mula has been found effective:

lumen  threshold=minimum intensity+(fraction)x
(maximum intensity-minimum intensity)

[0131] A fraction of from 0.05 to 0.25 can work and a
value of from about 0.1 to about 0.2 has been successfully
used routinely.

[0132] The adventitia threshold 208 maybe hard coded to
be at a fixed (e.g. the 90th) percentile of pixels ranked by
intensity. The actual percentile chosen may be any suitable
number of values depending on the quality of the image and
the actual intensity of pixels in the adventitia portion of the
image. Alternatively, the adventitia threshold 208 may equal
the maximum intensity 206. This choice is possible inas-
much as the adventitia often appears in ultrasound image as
the brightest band of pixels. In some embodiments, the
adventitia threshold 208 may also be chosen to be below the
highest intensity by a fixed fraction of the maximum differ-
ence in intensities. The top 5-25 percent, or other percent-
age, of the range of pixel intensities may be used, and the top
10 percent has routinely served as a suitable threshold.

[0133] A media threshold 210 may be calculated based on
the minimum intensity 204 and maximum intensity 206. For
example, the media threshold may be calculated according
to the formula:

media threshold=minimum intensity+0.25x(minimum
Intensity+maximum intensity).

[0134] this is effectively the 25th percent of the total range
of intensities.
[0135] Of course, other values for the media threshold 210

are possible depending on the quality of the image and the
actual intensity of pixels in the portion of the image corre-
sponding to the media 82. In some embodiments, the media
threshold 210 may be equal to the adventitia threshold 208.
In some embodiments, the media threshold 210 may be the
intensity corresponding to a local minimum on the histo-
gram 200 located between the lumen threshold 202 and the
adventitia threshold 208.

[0136] The image referencing module 114 may also
receive and process inputs to enable a user to manually
specify the thresholds 202, 208, 210. For example, the image
referencing module 114 may enable a user to manually
select a region of pixels in the lumen 78. The average or the
maximum intensity of the pixels in this region is then used
as the lumen threshold 202. A user may determine adequate
values for the adventitia threshold 208 and the media
threshold 210 in a like manner relying on maximum, mini-
mum, or average intensity, as appropriate.

[0137] Insome embodiments, the image referencing mod-
ule 114 may display the histogram 200 and permit a user to
select a threshold based on an informed opinion of what
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portion of the histogram pixels correspond to the lumen,
media, or adventitia. The image referencing module 114
may also simultaneously display the histogram 200 and the
ultrasonic image of the carotid artery, highlighting the pixels
that fall below, or above, a particular threshold 202208. 210.
The image referencing module 114 may then permit an
operator to vary the lumen threshold 202 and observe how
the area of highlighted pixels changes.

[0138] Referring to FIG. 11, having determined threshold
values 202, 208, 210 the locating module 118 may then
analyze lateral columns of pixels to locate the lumen 78,
intima 80, media 82, adventitia 84, the lumen/intima bound-
ary, the media adventitia boundary, or any combination,
including all. The locating module 118 may analyze lines of
pixels oriented horizontally or at another angle, depending
on the orientation of the carotid artery within an image. The
locating module 118 will typically analyze a line of pixels
that extends substantially perpendicular to the boundaries
between the layers of tissue.

[0139] The graph 218 is an example of a graph of the
intensity of pixels versus their location within a column of
pixels, with the horizontal axis 220 representing location
and the vertical axis 222 representing pixel intensity. Begin-
ning at the left of the graph 218, some significant portions
of the graph 218 are: the lumen portion 224, which may be
that portion below the lumen threshold 202; the lumen/
intima boundary 226, which may correspond to the highest
intensity gradient between the lumen portion 224 and the
intima maximum 228; the intima maximum 228, a local
maximum corresponding to the intima; the media portion
230, which may correspond to the portion of the graph
below the media threshold 210; the media dark pixel 231
typically providing a local minimum within the media
portion 230; the media/adventitia boundary 234 located at or
near the highest intensity gradient between the media dark
pixel 231 and the adventitia maximum 236; and the adven-
titia maximum 236, which is typically the highest intensity
pixel in the measurement region 172. It should be under-
stood that the graph 218 is representative of an idealized or
typical image, but that noise and poor contrast may cause
graphs of pixel columns to appear different.

[0140] Referring to FIG. 12, the locating process 144 may
include locating datums to reduce the field of search for the
boundaries between layers of tissue. In one embodiment the
locating module may identify a lumen datum 240 and media
datum 242 that have a high probability of bounding the
lumen/intima boundary 244. The media datum 242 and
adventitia datum 246 may be chosen such that they have a
high probability of bounding the media/adventitia boundary
248. In some embodiments, the locating process 144 may
not locate a media datum 242, but rather search between the
lumen datum 240 and the adventitia datum 246 for the
lumen/intima boundary 244 and the media adventitia bound-
ary 248.

[0141] The locating process 144 may allow an operator to
manually specify one, or all of, the datums 240, 242, 246, or
boundaries 244, 248. Any method for manually specifying a
line may be used to specify a boundary 244, 248, or datum
240, 242. 246. For example, an operator may trace a
boundary 244, 248 or a datum 240, 242, 246 on a graphical
display of an ultrasound image using an input device 22,
such as a mouse 36. A user may establish a boundary 244.
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248 or datum 240, 242, 246 by clicking at a series of points
which are then automatically connected to form a curve.
Alternatively, an operator may establish the end points of a
line and subsequently establish control points to define the
curvature and points of deflection of the line (i.e. a Bezier
curve). In still other embodiments, an edge of a measure-
ment region 172 may serve as a lumen datum 240 or
adventitia datum 246. Referring to FIG. 13, the adventitia
datum locating process 146 may include locating 252 an
initial adventitia pixel. The initial adventitia pixel may be
found in the column of pixels centered on a user selected
point 170. Other suitable approaches may include searching
the column of pixels at the extreme left or right of the
measurement region or selecting the column at the center of
a region selected through an automatic process. The adven-
titia 84 is typically the brightest portion of the image, so the
absolute maximum intensity pixel may be searched for as
indicating the location of the adventitia 84.

[0142] Alternatively, the initial adventitia locating step
252 may comprise prompting a user to manually select an
initial adventitia pixel. Yet another alternative approach is to
search for a minimum number of contiguous pixels each
with an intensity above the adventitia threshold 208 and
mark (e.g. label, identify, designate) one of them as the
adventitia pixel. This pixel will be used to fit the adventitia
datum 246.

[0143] The adventitia locating process 146 may also
include locating 254 adjacent adventitia pixels. Proceeding
column by column, beginning with the columns of pixels
next to the initial adventitia pixel, the locating module 118
may search for adjacent adventitia pixels in the remainder of
the measurement region 172. The adjacent adventitia pixels
may be located in a similar manner to that of the initial
adventitia pixel. In certain embodiments, the adventitia
pixels may be found in a variety of sequences other than
moving from one column to a contiguous column. Sampling,
periodic locations, global maximum, left to right, right to
left, and the like may all provide starting points, subject to
the clarity and accuracy of the image.

[0144] Referring to FIG. 14, while continuing to refer to
FIG. 13, the adventitia locating process 146 may compen-
sate for noise and poor contrast by including a constraining
step 256 and an extrapolating step 258. The constraining
step 256 may limit the field of search for an adventitia pixel
to a small region centered or otherwise registered with
respect to the lateral location of the adventitia pixel in an
adjacent column.

[0145] For example, contiguous columns of pixels may
yield a series of graphs 260a-260e. Graph 2602 may repre-
sent the first column analyzed. Accordingly, the maximum
262 is found and marked as the adventitia pixel, inasmuch
as it has the maximum value of intensity. The constraining
step 256 may limit searches for a maximum 262b in graph
2605 to a region 264 centered on or otherwise registered
with respect to the location of the maximum 262¢. Maxima
falling outside this range may then be dismissed as having
a high probability of being the result of noise. That is, a
blood vessel is smooth. The adventitia does not wander
radically. Rejected maxima may then be excluded from any
curve fit of an adventitia datum 246.

[0146] The extrapolating step 258 may involve identifying
a line 266 having a slope 268 passing through at least two
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of the maxima 262a-262¢. Searches for other maxima may
then be limited to a region 270 limited with respect to the
line 266. Thus, in the illustrated graphs, the maxima 262c in
graph 260c is not within the region 270 and may therefore
be ignored. In some instances, the extrapolating step may
involve ignoring multiple graphs 260a-260e whose maxima
262a-262¢ do not fall within a region 264, 270.

[0147] As illustrated, a graph 260d may have a maximum
262d outside the region 270 as well, whereas the graph 260¢
has a maxima 262¢ within the region 270. The number of
columns that can be ignored in this manner may be adjust-
able by a user or automatically calculated based on the
quality of the image. Where the image is of poor quality the
extrapolating step 258 may be made more aggressive, look-
ing farther ahead for an adequate (suitable. clear) column of
pixels. In some embodiments, the maxima 262a-262¢ used
to establish the line 266 may be limited to those that are in
columns having good high contrast.

[0148] Referring again to FIG. 13, a curve fitting step 272
may establish an adventitia datum 246, a curve fit to the
adventitia pixels located in the columns of pixels. A curve fit
is typically performed to smooth the adventitia 84 and
compensate for noise that does not truly represent the
adventitia 84. In one embodiment, the curve fitting step 272
may involve breaking the measurement region into smaller
segments (pieces) and curve fitting each one, piecewise. A
function, such as a second order polynomial, a sinusoid or
other trigonometric function, an exponential function or the
like may be selected to be fit to each segment. The segments
may be sized such that the path of adventitia pixels is likely
to be continuous, be monotonic, have a single degree of
curvature (e.g. no ‘S’ shapes within a segment) or have
continuity of a derivative. A segment width of 0.5 to 2 mm
has been found to provide a fair balance of adequate
accuracy, function continuity, and speed of calculation

[0149] Other embodiments are also possible. For example,
wider segments may be used with a third order polynomial
interpolation to accommodate a greater likelihood of inflec-
tion points (an ‘S’ shape) or derivative continuity in the
adventitia pixel path. However, a third order polynomial
interpolation imposes greater computational complexity and
time. Another alternative is to use very narrow segments
with a linear interpolation. This provides simple calcula-
tions, functional continuity, but no first derivative continuity.

[0150] In some embodiments, the segments curve fitted
may overlap one another. This may provide the advantage of
each curve fitted segment having a substantially matching
slope with abutting segments at the point of abutment.
However, this approach may introduce computational com-
plexity by requiring the analysis of many pixels twice.
However. it provides for comparatively simpler computa-
tions for each segment.

[0151] Referring to FIG. 15, the lumen datum locating
process 148 may identify the portion of an image corre-
sponding to the lumen 78 and establish a lumen datum 240.
The lumen datum locating process 148 may include locating
280 a low intensity region. This step may include finding, in
a column of pixels, a specific number of contiguous pixels
below the lumen threshold 202. The search for a band of low
intensity pixels typically begins at the adventitia 84 and
proceeds toward the center of the lumen 78. A region four
pixels wide has been found to be adequate. Alternatively,
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step 280 may include searching for a contiguous group of
pixels whose average intensity is below the lumen threshold
2022.

[0152] Having located a low intensity region, the next step
may be a validating step 282. In some instances, dark areas
within the intima/media region may be large enough to have
four pixels below the lumen threshold 202. Accordingly, a
low intensity region may be validated to ensure that it is
indeed within the lumen 78. One method of validation is to
ensure that the low intensity region is adjacent a large
intensity gradient, which is typically the lumen/intima
boundary 226. The proximity to the intensity gradient
required to validate a low intensity region may vary.

[0153] Forexample, validation may optionally require that
the low intensity region be immediately next to the large
intensity gradient. Alternatively, validation may only require
that the low intensity region be within a specified number of
pixels (e.g. distance) from the high intensity gradient. Where
alow intensity region has a high probability of being invalid,
the lumen datum locating process 148 may be repeated,
beginning at the location of the invalid low intensity region
found during the first iteration and moving away from the
adventitia 84.

[0154] The lumen datum locating process 148 may also
include a compensating step 284. In some cases, it may be
difficult to verify that a low intensity region is proximate the
lumen/intima boundary 224, because limitations in the ultra-
sound imaging process may fail to capture intensity gradi-
ents, but rather leave regions of the image with poor
contrast. Accordingly, a compensating step 284 may include
methods to compensate for this lack of contrast by extrapo-
lating, interpolating. or both, the boundaries into areas of
poor contrast. Validating 282 may therefore include verify-
ing a low intensity region’s proximity to an interpolated or
extrapolated boundary.

[0155] A curve fitting step 286 may incorporate the found
low intensity regions into the lumen datum 240. In some
embodiments, a path comprising the first pixel found in the
low intensity region of each column is curve fitted to
establish the lumen datum 240. In embodiments that use an
average value of intensity to locate the lumen, a centrally
(dimensionally) located pixel in a group of pixels averaged
may be used to curve fit the lumen datum 240. The curve
fitting step 286 may curve fit the pixel path in the manner
discussed above in conjunction with the adventitia datum
locating process 146.

[0156] FIG. 16 illustrates one method for implementing
an optional low contrast compensating step 284, which
includes an identifying step 288, a constraining step 290, a
bridging step 292, and a verifying step 294. An identifying
step 288 may identify portions of the measurement region
172 that appear to be of high quality. Identifying 288 may
include identifying a horizontal region at least three to five
pixel columns wide, with each column having compara-
tively high contrast. A larger or smaller horizontal region
may be chosen based on the nature and quality of the image,
in some embodiments, the degree of contrast may be deter-
mined by looking for the largest, or sufficiently large,
intensity gradient in a column. The value of the gradient
sufficient to qualify a column of pixels as “high contrast”
may be hard coded, user selected, automatically selected, a
combination thereof, or all of the above, based on the
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characteristics of the image. In some embodiments, the
intensity gradient required may be a certain percentage of
the maximum intensity gradient found in the sampling
region 178.

[0157] Identifying 288 may also include verifying that the
large intensity gradients in each column of a horizontal
region occur at approximately the same position within the
column, deviating from one another by no more than a
predetermined number of pixels. Thus, for example, if in one
column of pixels a high intensity gradient is located at the
7th pixel, identifying 288 may include verifying that a high
intensity gradient in the adjacent column occurs somewhere
between the 70th and 80th pixel. Columns whose high
intensity gradient is not located within this region may be
excluded from the horizontal region of high intensity pixels
for purposes of evaluating the quality of the image and
extrapolating and interpolating gradient or boundary loca-
tions. In some embodiments, only regions of a specific width
having contiguous columns with high intensity gradients
occurring at approximately the same lateral position are
treated as high contrast regions.

[0158] Aconstraining step 290 may attempt to identify the
location of the lumen/intima boundary 226, or, more gen-
erally, any boundary or feature, in the absence of high
contrast. One manner of accomplishing this is to constrain
the area of search. Constraining 290 may therefore search
for a the largest gradient in a low contrast region between
two high contrast regions by restricting its search to a region
centered on a line drawn from the large intensity gradient n
one of the high contrast regions to the urge intensity gradient
in the second.

[0159] Constraining 290 may also include using a different
value to define the boundary. Whereas, in a high contract
region a comparatively large value may be used to identify,
limit, or specify which gradients represent boundaries. Con-
straining 290 may include determining the maximum inten-
sity gradient in a comparatively lower contrast region and
using some percentage of this smaller value to define which
gradients are sufficiently large to represent a boundary.
Likewise, constraining 290 may comprise looking for the
steepest gradient above some minimum value within a
constrained region.

[0160] A bridging step 292 may include interpolating the
location of a boundary or other intensity gradient in a low
contrast region based on the location of the boundary or
gradient in comparatively higher contrast regions on either
side. Optionally, in some embodiments, the location of a
boundary or gradient may be extrapolated based on the
location of a high contrast region to one side of a low
contrast region.

[0161] A verifying step 294 may verify that the high
contrast regions are adequate to justify interpolation and
extrapolation into the comparatively lower contrast regions.
A verifying step 294 may include comparing the number of
columns in these “high” contrast regions to the number of
columns in the “low” contrast regions. Where more pixel
columns are in low contrast regions than are in high contrast
regions, extrapolation and interpolation may not improve
accuracy.

[0162] Referring to FIG. 17, in an alternative embodi-
ment, the lumen datum locating process 148 includes a
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translating step 300 and a translation verifying step 302.
Referring to FIG. 18, the translating step 300 may include
translating the adventitia datum 246 toward the center of the
lumen 78. The translation verifying step 302 may average
the intensities of all the pixels lying on the translated path.
Where the average value, mean value, or some number of
total pixels correspond to an intensity that is less than the
Iumen threshold 202, or some other minimum value, the
translation verifying step 302 may include establishing the
translated adventitia datum 246 as the lumen datum 240.
Alternatively, the translation verifying step 302 may include
marking the translated adventitia datum 246 as the lumen
datum 240 only where the intensity of all pixels lying on the
translated datum 246 are below the lumen threshold 202, or
some other minimum value. Alternatively, the translated
adventitia datum 246 may simply serve as a starting point for
another curve fit process, or serve as the center, edge, or
other registering point, for a region constraining a search for
a lumen datum 240, for example the method of FIG. 15
could be used to search for a lumen datum 240 within a
constrained search region.

[0163] Referring to FIG. 19, the media datum locating
process 150 may include a locating step 308 and a curve
fitting step 310. A locating step 308 may identify a media
dark pixel path that is subsequently adapted to yield a media
datum 242. The curve fitting step 310 may curve fit a media
dark pixel path to yield a media datum 242 in a like manner
as other curve fitting steps already discussed in accordance
with the invention. In some embodiments, the media datum
locating process 150 may be eliminated and the lumen
datum 240 may be used everywhere the media datum 242 is
used to limit fields of search. In still other embodiments, a
lumen datum 240 may be eliminated and the adventitia 84
alone may constrain searches for the boundaries between
layers of tissue. For example. searches for the media/
adventitia boundary may simply begin at the adventitia
datum 246 and move toward the lumen 78.

[0164] Referring to FIG. 20, the locating process 312
illustrates one method for locating 308 the media dark pixel
path. The process 312 may be carried out on the columns of
pixels in the measurement region 172. The process 312 may
begin by examining a pixel lying on, or near, the adventitia
datum 246. After determining 314 the intensity of a pixel,
the process 312 may determine 316 whether the pixel is a
local minimum. If so, the process 312 may determine 318 if
the pixel intensity is less than the media threshold 210. If so,
the pixel is marked 320 or designated 320 as a media dark
pixel, and the process 312 is carried out on another column
of pixels.

[0165] 1If a pixel is not a local minimum, the process 312
may determine 322 whether the pixel is located less than a
predetermined distance from the adventitia 84. An adequate
value for this distance may be about one half to two thirds
of the distance from the adventitia 84 to the lumen 78. The
adventitia datum 246 and the lumen datum 240 may be used
to specify the location of the adventitia 84 and the lumen 78
for determining the distance therebetween. If the pixel is less
than the specified distance from the adventitia 84, then the
process 312 moves 323 to the next pixel in the column, in
some embodiments moving away from the adventitia 84,
and the process 312 is repeated. If the pixel is spaced apart
from the lumen 78 by the specified distance, then it is
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marked 324 as a media dark pixel and the process 312 is
carried out for any remaining columns of pixels.

[0166] If a minimum value of intensity is not less than the
media threshold 210, the process 312 may determine 326
whether the distance from the pixel to the adventitia 84 is
greater than or equal to the same predetermined value as in
step 322. If greater than or equal to that valve, the corre-
sponding pixel is marked 328 as a media dark pixel and the
process 312 is carried out on any remaining columns. If less,
then the process 312 moves 329 to the next pixel in the
column. typically moving toward the adventitia 84, and the
process 312 is repeated.

[0167] FIG. 21 illustrates another embodiment of a media
datum locating process 150. A minimum locating step 330
may look for local minima of intensity in each column of
pixels, between the adventitia 84 and the lumen 78. In some
embodiments, the minimum locating step 330 may search
for a local minimum between the adventitia datum 246 and
the lumen datum 240. The minimum locating step 330 may
search for minima beginning at the adventitia datum 246 and
moving toward the lumen datum 240. In columns of pixels
having poor contrast, the minimum locating step 330 may
include extrapolating or interpolating the probable location
of a local minimum representing the media based on the
location of validated minima on either side, or to one side,
of a column of pixels, or columns of pixels, having poor
contrast. The probable location of a local minimum deter-
mined by extrapolation or interpolation may then be used as
the location of the media dark pixel in a column, rather than
an actual, valid local minimum.

[0168] Once a minimum is found, a validating step 332
may verify that the minimum is likely located within the
media 82. A minimum may be validated 332 by ensuring that
it is below the media threshold 210. A minimum may also be
validated 332 by ensuring that it is adjacent a high intensity
gradient located between the minimum and the adventitia
datum 246, inasmuch as the comparatively dark media 82 is
adjacent the comparatively brighter adventitia 84, and these
will therefore have an intensity gradient between them. The
validating step 332 may include marking valid minima as
media dark pixels used to establish a media datum 242. If an
inadequate minimum is found, the process 150 may be
repeated beginning at the location of the inadequate mini-
mum and moving toward the lumen 78.

[0169] A validating, step 332 may also include inspecting
the location of the minima. Validation 332 may ensure that
only those minima that are within a specified distance from
the adventitia 84 are marked as media dark pixels used to
calculate the media datum 242. A workable value for the
specified distance may be from about one-half to about
two-thirds of the distance from the adventitia 84 to the
lumen 78. In the event that no minimum falls below the
media threshold 210, is located proximate a large intensity
gradient, or both, validation 332 may include marking a
pixel a specified distance from the adventitia as the media
dark pixel used to calculate (curve fit) the media datum 242.

[0170] Referring to FIG. 22, while still referring to FIG.
21, a curve fitting, step 334 may establish a temporary media
datum 336 comprising a curve fit of the media dark pixels
338 located laterally in each column of pixels over the
domain of the image. The curve fitting step 334 may use any
of the curve fitting methods discussed above in conjunction
with other datums or other suitable methods.
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[0171] An adjustment step 340 may alter the locations of
the media dark pixels 338 used to calculate the media datum
242. For example, each media dark pixel 338 may be
examined to see whether it is located between the temporary
media datum 338 and the adventitia datum 246. The media
82 makes no actual incursions into the adventitia 84. Those
media dark pixels between the adventitia datum 246 and the
temporary media datum 338 may be moved to, or replaced
by points or pixels at, the temporary media datum 336. A
curve fitting step 342 may then curve fit the media datum
242 to the modified set of media dark pixels 338. The curve
fitting step 342 may make use of any of the curve fitting
methods discussed in conjunction with other datums or other
suitable methods. Alternatively. the temporary media datum
338 itself may serve as the media datum 242.

[0172] FIG. 23 illustrates the lumen/intima boundary
locating process 152. A defining step 346 may define 346 the
field searched. For example, in one embodiment, the field of
search is limited to the area between the lumen datum 240
and the media datum 242. Defining 346 the field of search
may include searching only the region between the lumen
datum 240 and a first local maximum found when searching
from the lumen datum 240 toward the media datum 242.
Some embodiments may require that the local maximum
have an intensity above the media threshold 210. In some
embodiments, defining 346 the field of search may include
manually or automatically adjusting the location of the
lumen datum 240 and/or the media datum 242. For example,
a user may click on a graphical representation of the lumen
datum 240 and translate it laterally to a different position to
observe the quality of fit or correspondence. In still other
embodiments, the field of search may be defined 346 as the
region between the adventitia datum 246 and an edge of the
measurement region 172 lying within the lumen.

[0173] In some embodiments, an operator may select a
point or points approximately on the lumen/intima boundary
244. Defining 346 the field of search may include searching
only a small region centered on the operator selected points,
or a line interpolated between the operator selected points.
Alternatively, an operator or software may select or specify
a point, or series of points, just within the lumen 78 to define
one boundary of the search region.

[0174] Alocating step 348 may begin at the lumen datum
240, or other limiting boundary, such as the edge of a
measurement region 172, and search toward the media
datum 242 for the largest positive intensity gradient. In
embodiments where a media datum 242 1s not located, the
locating step 348 may search from the lumen datum 240, or
other boundary, toward the adventitia datum 246 for the
largest positive intensity gradient. A validating step 350 may
verify that a gradient likely represents the lumen/intima
boundary 244. In some embodiments, the locating step 348
may involve searching for the largest negative intensity
gradient when moving from the adventitia datum 246, or
local maximum above the media threshold 210, toward the
lumen datum 240, or media datum 242. In some embodi-
meants. validating 350 may include rejecting gradients where
the pixels defining the gradient are below a specific thresh-
old value, such as the lumen threshold 202.

[0175] The defining step 346, locating step 348, and the
validating step 350 may be repeated until the largest (steep-
est), valid intensity gradient is found. Accordingly defining
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346 the field of search may include limiting the field of
search to those columns of pixels that have not hitherto been
examined. For example, defining 346 the field of search may
include limiting the regions searched to the region between
an invalid gradient and the media datum 242 or a first local
maximum above the media threshold 210.

[0176] An optional specifying step 352 may enable an
operator to manually specify the location of the lumen/
intima boundary 244 at one or more points. An optional
compensating step 284, as discussed above, may extrapolate
or interpolate the location of the lumen/intima boundary 244
in comparatively low contrast regions based on portions of
the Iumen/intima boundary 244 found in a comparatively
high contrast region. A compensating step 284 may also
extrapolate or interpolate between operator specified points
and high contrast regions.

[0177] FIG. 24 illustrates one embodiment of a media/
adventitia boundary locating process 154. A defining step
358 may define the field searched. For example, in one
embodiment, the field of search is limited to the portion of
a column of pixels between the media datum 242 and the
adventitia datum 246. Alternatively, the field of search may
be limited to the region between the lumen datum 240 and
the adventitia datum 246. In still other embodiments, the
field of search may be defined 358 as the region between the
adventitia datum 246 and an edge of the measurement region
172 lying within the lumen. In some embodiments, defining
358 the field of search may also include manually or
automatically translating the media datum 242, the adven-
titia datum 246, or both. In still other embodiments, the field
of search may be limited to the area between the media
datum 242 and a local maximum having a corresponding
intensity above the adventitia threshold 208 or other mini-
mum value.

[0178] A locating step 360 may identify the largest posi-
tive gradients within the field of search. The locating step
360 may involve examining each pixel starting at the media
datum 242, or other boundary, such as an edge of a mea-
surement region 172 or the lumen datum 240, and moving
toward the adventitia datum 246. The validating step 362
may verify that an intensity gradient has a high probability
of being the media/adventitia boundary 248. Validating 362
may include rejecting gradients where the pixels defining the
gradient are below a certain value, such as the media
threshold 210.

[0179] Where a gradient is rejected during the validating
step 362, the defining step 358, locating step 360, and
validating step 362 may be repeated to find and validate the
next largest intensity gradient until the largest valid intensity
gradient is found. The defining step 358 may therefore also
include limiting the field of search to the region between the
media datum 242, or other boundary, and the location of an
invalid intensity gradient. Optionally, a specifying step 364
may enable an operator to manually specify the approximate
location of the media/adventitia boundary 248 at one or
more points. A compensating step 284, as discussed above,
may extrapolate or interpolate the location of the media/
adventitia boundary 248 in low contrast regions based on
portions of the media/adventitia boundary 248 found in high
contrast regions and/or operator specified points along the
media/adventitia boundary 248.

[0180] Referring to FIG. 25, a calculating module 120
may calculate an IMT value based on the distance between
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the lumen/intima boundary 244 and the media/adventitia
boundary 248. In some embodiments, the calculating mod-
ule 120 may calculate the distance between the lumen/intima
boundary 244 and the media/adventitia boundary 248 for
each column of pixels and average them together to yield a
final value. The calculating module 120 may also convert a
calculated IMT value to its actual, real world, value based on
calibration factors calculated by the calibration module 112.

[0181] Insome embodiments, the calculating module 120
may remove (filter) spikes or other discontinuities of slope
on the media/adventitia boundary 258. For example, the
calculating module 120 may look for spikes whose height is
a specific multiple of their width. For instance, spikes having
a height three (or other effective multiple) times the width of
their base may be identified. The portion of the media/
adventitia boundary 248 forming the spike may be replaced
with an average of the location of the boundary on either
side of the spike. The calculating module 120 may likewise
remove spikes from the lumen/intima boundary 244.

[0182] The calculating module 120 may also curve fit
either the media/adventitia boundary 248, the lumen/intima
boundary 244, or both. In some embodiments, the calculat-
ing module 120 will curve fit the boundaries 244, 248 after
having removed spikes from the boundaries 244, 248, in
order that clearly erroneous data not influence the resulting
curve fit.

[0183] The calculating module 120 may include a slope
compensating module 370. The slope compensating module
370 may adjust IMT measurements for the angle 100 of the
carotid artery relative to the horizontal direction 74. For
example, in some embodiments, the slope compensating
module 370 may multiply an IMT measurement by the
cosine of the angle 100. The angle 100 may be calculated by
fitting a line to the lumen/intima boundary 244, the media/
adventitia boundary 248, or a line of pixels at the midpoint
between the lumen/intima boundary 244 and the media/
adventitia boundary 248, for each column of pixels. The
angle 100 may be sect equal to the angle of the line relative
to the horizontal direction 74. Alternatively, the angle 100
may be calculated using a line fit to one, or a combination,
of the lumen datum 240, the media datum 242, and/or the
adventitia datum 248. In some embodiments, the angle 100
may be calculated based on a line connecting the leftmost
and rightmost points comprising the lumen datum 240,
media datum 242. adventitia datum 240. lumen/intima
boundary 244. or media adventitia boundary 248. Alterna-
tively, an operator may select two points which the slope
compensating module 370 may then use to define the angle
100.

[0184] The calculating module 120 may also include a
taper compensating module 372 for adjusting an IMT mea-
surement to counter the effect that any taper of the IMT
thickness may have on a measurement. One method for
eliminating this type of variation is to measure the IMT in
aregion where tapering effects are not present. For example,
the IMT of the segment 98 located between 10 mm and 20
mm away from the flared portion 90 typically does not taper
greatly.

[0185] The taper compensating module 372 may locate the
bifurcation by searching for the dilation point 90. In one
embodiment, the taper compensating module 372 fits a
straight line to the substantially straight portion of the
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adventitia 84. The taper compensating module 386 may then
extrapolate this tine toward the bifurcation, examining the
intensity of the pixels lying on the line. Where the pixels
falling on the line consistently have an intensity below the
lumen threshold 202, the line is extending into the lumen 78.
The location where the line initially encounters the low
intensity pixels will correspond approximately to the dila-
tion point 90 and the approximate location of the bifurcation.
Of course, a variety of methods may be used to locate the
dilation point 90.

[0186] Referring to FIG. 26, while still referring to FIG.
25, the taper compensating module 372 may carry out the
taper compensating process 374. The taper compensating
process 374 may comprise generating 376 an IMT database
133. Referring to FIG. 27, generating 390 an IMT database
133 may include measuring the IMT of the carotid artery at
various subsections 378, and recording the average IMT of
each subsection along with its location. In some embodi-
ments, the IMT of the various subsections 378 may be curve
fit and a polynomial, or other mathematical description, of
the curve fit recorded. The subsections 378 will typically
span both segments 94, 98, or portions of both segments 94,
98. in order to include tapering effects near the dilation point
90. The width of the subsections 378 may correlate to the
degree of taper, with areas having a large degree of taper
being divided into narrower subsections 378. The IMT
database 133 typically includes measurements from a large
number of patients.

[0187] Studies have shown that the degree of taper
depends largely on the average IMT, with an artery having
a smaller average IMT having less taper than an artery
having a larger average IMT. Accordingly, generating 376
the IMT database may include indexing each series of
measurements taken from an ultrasound image based on the
IMT at a point a standardized distance from the dilation
point 90. For example, inasmuch as a segment 98, extending
from 10 mm to 20 mm from the dilation point 90, has a
substantially constant IMT, measurements taken from an
image may be indexed by the IMT at a point 15 mm away
from the dilation point 90. Alternatively, the average IMT of
a region centered on, or proximate, the 15 mm point may be
used.

[0188] Furthermore, the IMT measurements of multiple
patients having a similar IMT at a standardized point may be
averaged together and the average stored for later use,
indexed by their average IMT at the standardized point.
Typically, the IMT measurement for one patient of a sub-
section 378 located a specific distance from the dilation
point 90 is averaged with the IMT of a subsection 378 at the
same distance in an ultrasound image of another patient.

[0189] Referring to FIG. 28, while still referring to FIGS.
26 and 27, calculating 380 a normalization factor may
include retrieving from the IMT database 133 the IMT
measurements 136 taken from a carotid artery, or carotid
arteries, having substantially the same IMT thickness as the
current ultrasound image at the same point. Thus, for
example, if the current ultrasound image has an IMT of 0.27
mm at a point 15 mm from the dilation point 90, calculating
380 a normalization factor may include retrieving IMT
measurements 136 for arteries having an IMT of 0.27 mm at
the corresponding point. Alternatively, IMT measurements
136 may be retrieved for recorded measurements of arteries
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having IMT values at the standardized point that bound the
IMT of the current artery at that point.

[0190] Normalization factors maybe calculated 380 based
on subsections 378 of stored IMT measurement 136, or
measurements 136. For example, a subsection 3782 may
have an IMT 382 and be located at a point 384. Subsection
378b may have an IMT 386 and be located at another point
388. The point 388 may be chosen to be a standardized
distance from the dilation point 90 used to normalize sub-
stantially all IMT measurements 136. A normalization factor
may be calculated for a subsection 378a by dividing the IMT
386 by the IMT 382. In a like manner, the IMT 386 may be
divided by the IMT for each subsection 378 to calculate 380
a normalization factor for each subsection 378.

[0191] Referring again to FIG. 26, applying 390 a nor-
malization factor may include multiplying the normalization
factors by the IMT of their corresponding subsections 378 in
a current ultrasound image. Thus, for example. a subsection
378 centered at a distance 7 mm from the dilation point 90
in a current image will be multiplied by a normalization
factor calculated at a distance 7 mm from the dilation point
90. In this manner. as shown in FIG. 29, the IMT at each
subsection 378 in the graph 392 is converted to an approxi-
mately equivalent IMT at a standardized point 388 in graph
394. The normalized IMT of each subsection 378 may then
be averaged to yield a final value that may be reported.

[0192] Various alternative approaches to applying normal-
ization factors are possible. For example, rather than divid-
ing a current ultrasound image into subsections 378, the
normalization factors may be applied to the IMT of each
column of pixels. An interpolation between normalization
factors calculated for subsections 378 centered at locations
bounding the horizontal location of a column of pixels may
be used to normalized the IMT of a single column of pixels.
Alternatively, normalization factors may be calculated for
each column of pixels in a retrieved IMT measurement 136.
In still other embodiments, a mathematical description of a
stored IMT measurement 136 is used to calculate a normal-
ization factor at the location of each column of pixels.

[0193] Referring again to FIG. 25, the calculating module
120 may also include a data reduction module 398 and a
diagnostic module 400. The data reduction module 398 may
compile and statistically analyze IMT measurements and
other data to arrive at diagnostic data 131. The diagnostic
module 400 may retrieve the diagnostic data 131 in order to
relate a patient’s IMT with the patient’s risk of cardiovas-
cular disease.

What is claimed is:

1. A method for regeneration of tissue structure measure-
ments from an image, said method comprising:

capturing an image including tissue structure features;

accepting operator input regarding one or more aspect of
said image for use in measurement of said tissue
structure;

measuring an aspect of said tissue structure using said
operator input;

storing at least a portion of said operator input and
information with respect to said image;
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retrieving said stored portion of said operator input and
said image information; and

re-measuring said aspect of said tissue structure using said
retrieved portion of said operator input and said image
information.
2. The method of claim 1, wherein said measurement of
said tissue structure comprises an intima-media thickness.
3. The method of claim 1, wherein said image comprises
an ultrasound image.
4. The method of claim 1, wherein said image comprises
a magnetic resonance imaging image.
5. The method of claim 1, wherein said accepting operator
input comprises:

accepting information identifying a point in said image to
serve as the center of a measurement region.
6. The method of claim 1, wherein said accepting operator
input comprises:

accepting information with respect to a height of a mea-
surement region.
7. The method of claim 1, wherein said accepting operator
input comprises:

accepting information with respect to a width of a mea-

surement region.

8. The method of claim 1, wherein said information with
respect to said image stored comprises a signature uniquely
identifying the image.

9. The method of claim 1, wherein said information with
respect to said image stored comprises the image.

10. The method of claim 1, wherein said information with
respect to said image stored comprises information with
respect to a machine capturing said image.

11. The method of claim 1, further comprising:

storing information with respect to an algorithm used in

said measuring an aspect of said tissue structure.

12. The method of claim 11, wherein said information
with respect to said algorithm comprises information with
respect to an algorithm used to locate a layer of tissue in said
image.

13. The method of claim 11, wherein said information
with respect to said algorithm comprises information with
respect to an algorithm used to eliminate noise in said image.

14. The method of claim 11, wherein said information
with respect to said algorithm comprises values of sources of
eLTor.

15. The method of claim 1, further comprising:

locating a layer of tissue in said image, wherein a location
of said layer of tissue is used in said measuring said
aspect of said tissue structure.
16. The method of claim 15, wherein said locating a layer
of tissue comprises:

defining a datum by analyzing an intensity of said image
at positions therein.
17. The method of claim 15, wherein said locating a layer
of tissue comprises:

locating a tissue boundary by analyzing an intensity
gradient with respect to a portion of said image.
18. The method of claim 1, wherein said re-measuring
comprises:

accepting operator input to adjust a parameter for re-
measurement of said aspect of said tissue structure.
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19. The method of claim 1, further comprising:

using said re-measurement in training an operator of a
machine capturing said image.
20. The method of claim 1, further comprising:

using said re-measurement in validating the proficiency of
an operator of a machine capturing said image.
21. A diagnostic ultrasound system providing regenera-
tion of tissue structure measurements from an image, said
system comprising:

an image capturing device providing an image including
tissue structure features;

a user interface accepting input regarding one or more
aspect of said image for use in measurement of said
tissue structure;

a memory storing at least a portion of said input and
information with respect to said image;

processor coupled to said memory operable under
control of an algorithm to identify one or more tissue
structure feature in said image and provide a measure-
ment with respect thereto, said processor further oper-
able under control of an algorithm to provide a re-
measurement with respect to said tissue structure using
said stored portion of said input and said information
with respect to said image.

22. The system of claim 21, wherein said measurement
comprises an intima-media thickness.

23. The system of claim 21, wherein tissue structure
feature identified comprises a tissue boundary.

24. The system of claim 21, wherein said tissue structure
feature identified comprises a layer of tissue.

25. The system of claim 21, wherein said image capturing
device comprises an ultrasound system.

26. The system of claim 21, wherein said image capturing
device comprises a magnetic resonance imaging system.

27. The system of claim 21, wherein said portion of said
input stored in said memory comprises information identi-
fying a point in said image to serve as the center of a
measurement region.

28. The system of claim 21, wherein said portion of said
input stored in said memory comprises information with
respect to a height of a measurement region.

29. The system of claim 21, wherein said portion of said
input stored in said memory comprises information with
respect to a width of a measurement region.

30. The system of claim 21, wherein said information with
respect to said image stored in said memory comprises a
signature uniquely identifying the image.
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31. The system of claim 21, wherein said information with
respect to said image stored in said memory comprises the
image.

32. The system of claim 21, wherein said information with
respect to said image stored in said memory comprises
information with respect to a machine capturing said image.

33. The system of claim 21, wherein said memory further
stores information with respect 1o an algorithm used in said
measurement of said tissue structure.

34. A method for providing tissue structure measurements
from a series of images, said method comprising:

identifying a datum corresponding to a feature of said
tissue structure in a first image of said series of images;

measuring an aspect of said tissue structure as appearing
in said first image using said datum;

adapting said datum to correspond to a feature of said
tissue structure in a second image of said series of
images; and

measuring an aspect of said tissue structure as appearing
in said second image using said datum.
35. The method of claim 34, wherein said identifying a
datum comprises:

locating a layer of tissue in said image.
36. The method of claim 34, wherein said identifying a
datum comprises:

analyzing an intensity of said image at positions therein.
37. The method of claim 34, wherein said identifying a
datum comprises:

locating a tissue boundary by analyzing an intensity
gradient with respect to a portion of said image.
38. The method of claim 34, wherein said adapting said
datum comprises:

accommodates a change between said first image and said
second image.
39. The method of claim 34, wherein said adapting said
datum comprises:

registering the second image to align an object in the
second image with said object in the first image.
40. The method of claim 34, wherein said identifying said
datum comprises:

accepting operator input regarding an aspect of said first
image for use in measurement of said tissue structure.
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