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ULTRASOUND WAVEFORM TOMOGRAPHY
WITH SPATIAL AND EDGE
REGULARIZATION

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a 35 U.S.C. § 111(a) continuation of
PCT international application number PCT/US2013/024662
filed on Feb. 4, 2013, incorporated herein by reference in its
entirety, which claims priority to, and the benefit of, U.S.
provisional patent application Ser. No. 61/594.865, filed on
Feb. 3, 2012, incorporated herein by reference in its entirety.
Priority is claimed to each of the foregoing applications.

INCORPORATION-BY-REFERENCE OF
COMPUTER PROGRAM APPENDIX

This invention was made with Government support under
Contract No. DE-AC52-06NA25396 awarded by the
Department of Energy, and Grant No. MIPROLDATMO144
from the Breast Cancer Research Program of DoD-Congres-
sionally Directed Medical Research Programs. The Govern-
ment has certain rights in the invention.

The above-referenced PCT international application was
published as PCT International Publication No. WO 2013/
116854 on Aug. 8. 2013, incorporated herein by reference in
its entirety.

INCORPORATION-BY-REFERENCE OF
MATERIAL SUBMITTED ON A COMPACT
DISC

Not Applicable

NOTICE OF MATERIAL SUBJECT TO
COPYRIGHT PROTECTION

Aportion of the material in this patent document is subject
to copyright protection under the copyright laws of the
United States and of other countries. The owner of the
copyright rights has no objection to the facsimile reproduc-
tion by anyone of the patent document or the patent disclo-
sure, as it appears in the United States Patent and Trademark
Office publicly available file or records, but otherwise
reserves all copyright rights whatsoever. The copyright
owner does not hereby waive any of its rights to have this
patent document maintained in secrecy, including without
limitation its rights pursuant to 37 C.FR. § 1.14.

BACKGROUND OF THE INVENTION

1. Field of the Invention

This invention pertains generally to imaging, and more
particularly to ultrasound imaging using a synthetic aperture
ultrasound waveform tomography.

2. Description of Related Art

Breast cancer is the second-leading cause of cancer death
among American women. The breast cancer mortality rate in
the U.S. has been flat for many decades, and has decreased
only about 20% since the 1990s. Early detection is the key
to reducing breast cancer mortality. There is an urgent need
to improve the efficacy of breast cancer screening. Ultra-
sound tomography is a promising, quantitative imaging
modality for early detection and diagnosis of breast tumors.

Ultrasound waveform tomography is gaining popularity,
but is computationally expensive, even for today’s fastest
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2

computers. The computational cost increases linearly with
the number of transmitting sources.

Synthetic-aperture ultrasound has great potential to sig-
nificantly improve medical ultrasound imaging. In a syn-
thetic aperture ultrasound system, ultrasound from each
element of a transducer array propagates to the entire
imaging domain, and all elements in the transducer array
receive scattered signals.

Many conventional ultrasound systems record only 180°
backscattered signals. Others are configured to receive only
transmission data from the scanning arrays. Accordingly,
these systems suffer from extensive computational costs,
insufficient resolution, or both.

Waveform inversion can be implemented either in the
time domain, or in the frequency domain. Because of the
ill-posedness caused by the limited data coverage, multiple
local-minimum solutions exist, and therefore, certain stabi-
lization numerical techniques need to be incorporated within
inversion process to obtain a global-minimum solution. In
recent years, many approaches have been developed for this
purpose. Regularization techniques can be employed to
alleviate the instability of the original problem. Precondi-
tioning approaches can also be used in waveform inversion
to create a well-conditioned problem with lower dimensions.
In addition, prior information about the model can be
introduced to improve the convergence of waveform inver-
sion.

In waveform inversion with regularization, reconstruction
results depend dramatically on the strength of the regular-
ization, which is controlled by the regularization parameter.
If the regularization parameter is too large, the inversion
results are over regularized, which usually leads to over-
smoothed reconstructions; on the other hand, if the regular-
ization parameter is smaller than necessary, the inversion
results are under regularized, and the reconstructions tend to
be degraded by image artifacts and noise. Therefore, an
appropriate regularization parameter is essential for high-
resolution tomographic reconstructions. The shapes, sizes
and densities and tumors and breast tissue can vary signifi-
cantly within a breast. The conventional approach to regu-
larization uses a constant regularization parameter for the
entire imaging domain. This approach inevitably yields
over-regularization for certain regions/tumors, and under-
regularization of other regions/tumors.

BRIEF SUMMARY OF THE INVENTION

The system and method of the present invention uses
ultrasound data acquired using a synthetic-aperture ultra-
sound system. The investigational synthetic-aperture ultra-
sound tomography system of the present invention allows
acquisition of each tomographic slice of patient ultrasound
data in real time. In the system, each element of the
transducer array transmits ultrasound sequentially, and ele-
ments in the transducer array simultaneously record ultra-
sound signals scattered from the tissue after each element is
fired. The features of the system and method of the present
invention provide a real-time synthetic-aperture system that
can be used for patient data acquisition.

In the synthetic-aperture ultrasound tomography system
of the present invention, ultrasound from each element of a
transducer array or a virtual source of multiple elements
propagates to the entire imaging domain, and all elements in
the transducer array receive ultrasound signals reflected/
scattered from the imaging region and/or transmitted/scat-
tered through the imaging region. Therefore, the acquired
synthetic-aperture ultrasound data contain information of
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ultrasound reflected/scattered and transmitted from all pos-
sible directions from the imaging domain to the transducer
array to generate a more accurate, 3-D, high resolution
image, while minimizing computational costs of the system.

One aspect of the invention is an ultrasound waveform
tomography method with the spatially variant regularization
to improve sound-speed reconstructions of small breast
tumors. The nonlinear conjugate gradient (NCG) method is
used to solve waveform inversion with the spatially variant
regularization. The gradient of the misfit function is obtained
using an adjoint state method.

Another aspect of the invention is a novel ultrasound
waveform tomography method with a spatially variant
modified total-variation regularization scheme, such that the
edge-preserving can be more effective without adding too
much extra computational cost.

Another aspect of the invention is an ultrasound wave-
form tomography method with an edge-guided regulariza-
tion to improve sound-speed reconstructions of small breast
tumors. The nonlinear conjugate gradient (NCG) method is
used to solve waveform inversion with the edge-guided
regularization. The gradient of the misfit function is obtained
using an adjoint state method.

Another aspect of the invention is a novel ultrasound
waveform tomography method with an edge-guided modi-
fied total-variation (TV) regularization scheme, in which a
separate regularization term is added, such that the edge-
preserving can be more effective without adding too much
extra computational cost.

In one aspect, the misfit function using an alternating
minimization algorithm. The cost function is decomposed
with the modified TV regularization into two regularization
problems, a L,-norm-based Tikhonov regularization prob-
lem and a L,-norm-based TV regularization problem. The
nonlinear conjugate gradient (NCG) approach is used to
solve for the first Tikhonov regularization problem. Then, an
adjoint state method is used to compute the gradient of the
misfit function. The split-Bregman method to is used to
solve the second regularization problems. In one embodi-
ment, the use of the split-Bregman method allows for
computations that are (a) it is computationally efficient; and
(b) the selection of the smoothing parameter in the TV
regularization term can be avoided.

The methods of the present invention are directed to
performing ultrasound waveform tomography of acquired
reflection and transmission signals with use of a regulariza-
tion scheme. In particular, transmission and reflection data
are used for ultrasound waveform tomography with an
edge-guided regularization scheme and spatially-variant
regularization scheme.

The present invention includes a spatially-variant regu-
larization scheme for ultrasound waveform tomography to
improve tomographic reconstructions for the entire imaging
domain. The spatially-variation regularization of the present
invention is independent of the selection of the specific
regularization techniques. The edge-guided regularization of
the present invention is also independent of the selection of
the specific regularization techniques.

However, the modified total-variation regularization
scheme with the spatially-variation regularization or with an
edge-guided regularization for ultrasound waveform tomog-
raphy produces the most accurate reconstruction results.
Therefore, a combination of the spatially-variant regulariza-
tion with the modified total-variation regularization or a
combination of the edge-guided regularization with the
modified total-variation regularization yields the best results
in numerical examples.
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In another aspect, the method of the present invention
specifies different regularization parameter values in differ-
ent regions according to the approximate locations and sizes
of breast tumors provided by ray tomography. For example,
a large regularization parameter value was selected for a
region with a large tumor, while a smaller value in the other
regions or the region with a small tumor.

To solve ultrasound waveform tomography with spatially-
variant regularization or with edge-guided regularization,
computational methods used for solving ultrasound wave-
form tomography with the modified total-variation regular-
ization are implemented via incorporation of an alternating
minimization algorithm. The misfit function is decomposed
into two subproblems: 1) a L,-norm-based Tikhonov regu-
larization problem, and 2) a L;-norm-based TV regulariza-
tion problem.

Further aspects of the invention will be brought out in the
following portions of the specification, wherein the detailed
description is for the purpose of fully disclosing preferred
embodiments of the invention without placing limitations
thereon.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWING(S)

The invention will be more fully understood by reference
to the following drawings which are for illustrative purposes
only:

FIG. 1 is a schematic diagram of a synthetic-aperture
ultrasound system in accordance with the present invention.

FIG. 2 is a schematic diagram of a synthetic-aperture
ultrasound tomography system for scanning breast tissue in
accordance with the present invention

FIG. 3 is a schematic diagram of the scanner of the
ultrasound tomography system of FIG. 1 interrogating a
region of tissue.

FIG. 4 shows flow diagram of a method for sequentially
exciting a region of tissue and acquiring reflection and
transmission data in accordance with the present invention.

FIG. 5 illustrates a schematic view of a two parallel-bar
ultrasound transducer array scanner.

FIG. 6 illustrates a schematic view of a scanner compris-
ing two parallel planar arrays.

FIG. 7 shows a schematic view of a cylindrical array
scanner having a cylindrical 2-D array of transducers and a
2-D planner array at the bottom of the cylinder.

FIG. 8 shows a flat transducer configured to generate a
collimated beam.

FIG. 9 shows an arcuate transducer configured to generate
a diverging beam.

FIG. 10 shows a schematic view of a torroidal array
scanner having a a circular array of transducers.

FIG. 11 shows a schematic view of a synthetic-aperture
ultrasound breast tomography scanner that incorporates use
of two circular transducer arrays.

FIG. 12 shows a schematic view of a scanner comprising
a semicircular or arcuate array having transducers in an
opposing or facing orientation with planar array.

FIG. 13 illustrates a scanner that reduces the 2D arrays in
FIG. 12 to 1D arrays.

FIG. 14 is a flow diagram of a synthetic aperture ultra-
sound tomography method in accordance with the present
invention.

FIG. 15 shows an image of a numerical breast phantom
containing two different tumors.
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FIG. 16A and FIG. 16B show imaging results (tomo-
graphic reconstruction in FIG. 16A, and vertical profile
along the center of the tumors in FIG. 16B) obtained using
only the reflection data.

FIG. 17A and FIG. 17B show imaging results (tomo-
graphic reconstruction in FIG. 17A, and vertical profile
along the center of the tumors in FIG. 17B) obtained using
only the transmission data.

FIG. 18A and FIG. 18B show imaging results (tomo-
graphic reconstruction in FIG. 18A, and vertical profile
along the center of the tumors in FIG. 18B) obtained using
both transmission and reflection data simultaneously in
accordance with method of the present invention.

FIG. 19 illustrates a method for generating the ultrasound
waveform with regularization using both transmission and
reflection data for ultrasound waveform tomography.

FIG. 20 shows a flow diagram of a method step that is
used to apply spatially-variant regularization to perform the
computation step of FIG. 19.

FIG. 21 shows a flow diagram of a computational method
for solving the acoustic wave equation via spatially-variant
minimization according to Algorithm 1.

FIG. 22 shows a flow diagram of an algorithm to compute
the model according to Algorithm 2.

FIG. 23 shows a flow diagram of an algorithm to compute
the model according to Algorithm 3.

FIG. 24 shows a flow diagram for a computational method
for solving the edge-guided regularization scheme of the
present invention.

FIG. 25 shows an algorithm using Split Bregman iteration
in accordance with Algorithm 4.

FIG. 26A and FIG. 26B are images showing a numerical
breast phantom containing two small breast tumors.

FIG. 27A through FIG. 27C show images of sound-speed
reconstructions obtained using ultrasound waveform tomog-
raphy with the modified TV regularization using a global
regularization parameter appropriate for the large tumor
(FIG. 27A), with the modified TV regularization using a
global regularization parameter appropriate for the small
tumor (FIG. 27B), and with the spatially-variant modified
TV regularization (FIG. 27C).

FIG. 28A through FIG. 28C vertical and horizontal pro-
files of the ultrasound waveform reconstructions through the
center of both tumors.

FIG. 29A through FIG. 29C show vertical and horizontal
profiles of the ultrasound waveform reconstructions through
the center of both tumors.

FIG. 30A through FIG. 30C show vertical and horizontal
profiles of the ultrasound waveform reconstructions through
the center of both tumors.

FIG. 31A and FIG. 31B are images of a numerical breast
phantom that contains two breast tumors. The diameter of
the smaller one is 2.0 mm, which is approximately 1.3
wavelengths; the diameter of the large tumor is 10.0 mm, or
about 6.6 wavelengths.

FIG. 32A through FIG. 32C are images showing sound-
speed reconstructions obtained using ultrasound waveform
tomography with the modified TV regularization using a
global regularization parameter appropriate for the large
tumor (FIG. 32A) and a global regularization parameter
appropriate for the small tumor (FIG. 32B), and with the
spatially-variant modified TV regularization (FIG. 32C).

FIG. 33A through FIG. 33C show images of vertical and
horizontal profiles of ultrasound waveform reconstructions
through the center of both tumors.
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FIG. 34A through FIG. 34C are images showing vertical
and horizontal profiles of ultrasound waveform tomography
reconstructions through the center of both tumors.

FIG. 35A through FIG. 35C show images of vertical and
horizontal profiles of ultrasound waveform tomography
reconstructions through the center of both tumors.

FIG. 36A through FIG. 36D are images showing a
numerical breast phantom that contains one breast tumor.
The diameter of the tumor in FIG. 36A and FIG. 36B is 6
mm, which is approximately four wavelengths of ultra-
sound. The diameter of the tumor in FIGS. 36C and 36D is
1.5 mm, which is approximately one wavelength.

FIG. 37A through FIG. 37D show images of sound-speed
reconstructions obtained using ultrasound waveform tomog-
raphy with the regular modified TV regularization (FIG.
37A) and its difference from the true numerical phantom
with a 6-mm tumor (FIG. 37B); with the edge-guided
modified TV regularization (FIG. 37C) and its difference
from the true numerical phantom (FIG. 37D).

FIG. 38A through FIG. 38F are images showing profiles
of the sound-speed reconstructions obtained using ultra-
sound waveform tomography with the regular modified TV
regularization (FIG. 38A through FIG. 38C), and with the
edge-guided modified TV regularization (FIG. 38D through
FIG. 38F), for the numerical phantom with a 6-mm tumor.

FIG. 39A through FIG. 39D are images showing Sound-
speed reconstructions obtained using ultrasound waveform
tomography with the regular modified TV regularization
(FIG. 39A) and its difference from the true numerical
phantom with a 1.5-mm tumor (FIG. 39B); with the edge-
guided modified TV regularization (FIG. 39C) and its dif-
ference from the true numerical phantom (FIG. 39D).

FIG. 40A through FIG. 40F show profiles of the sound-
speed reconstructions obtained using ultrasound waveform
tomography with the regular modified TV regularization
(FIG. 40A through FIG. 40C); with the edge-guided modi-
fied TV regularization (FIG. 40D through FIG. 40F); for the
numerical phantom with a 1.5-mm tumor.

FIG. 41A and FIG. 41B show images of a numerical
breast phantom contains a spiculated breast tumor. The
diameter of the tumor is 6 mm, which is approximately 4
wavelengths. The maximum distance between the ends of
the spiculated features is 12 mm

FIG. 42A through FIG. 42D show sound-speed recon-
structions obtained using ultrasound waveform tomography
with the regular modified TV regularization (FIG. 42A) and
its difference to the true model (FIG. 42B); with the edge-
guided modified TV regularization (FIG. 42C) and its dif-
ference from the true numerical phantom (FIG. 42D).

FIG. 43A through FIG. 43F show Profiles of the sound-
speed reconstructions obtained using the regular modified
TV regularization (FIG. 43A through FIG. 43C); using the
edge-guided modified TV regularization (FIG. 43D through
FIG. 43F).

DETAILED DESCRIPTION OF THE
INVENTION

The description below is directed to synthetic aperture
ultrasound tomography systems for imaging a medium such
as patient tissue, along with ultrasound waveform tomogra-
phy methods for acquiring and processing data acquired
from these systems, or other systems that may or may not be
available in the art.

The synthetic-aperture breast ultrasound tomography sys-
tem of the present invention uses synthetic-aperture ultra-
sound to obtain quantitative values of mechanical properties
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of breast tissues. In this system, each transducer element
transmits ultrasound waves sequentially, and when an ultra-
sound transducer element transmits ultrasound waves propa-
gating through the breast, all ultrasound transducer elements
(at least within a portion of an array) simultaneously receive
ultrasound reflection/transmission, or forward and backward
scattering signals. The ultrasound reflection/transmission
signals are used to obtain quantitative values of mechanical
properties of tissue features (and in particular breast tumors),
including the sound speed, density, and attenuation.

While the systems and methods described below are
particularly directed and illustrated for imaging of breast
tissues, it is appreciated that the systems and methods may
also be employed for waveform tomography on other tissues
or scanning mediums.

1. Synthetic Aperture Ultrasound Tomography System

FIG. 1 is a schematic diagram of a synthetic-aperture
ultrasound system 10 in accordance with the present inven-
tion. The system 10 includes a scanner 12 comprising a
plurality of individual transducer elements 16 disposed
within one or more arrays (e.g. the opposing parallel arrays
14a and 145 shown in FIG. 1). The scanner 12 is coupled to
a server or like computing apparatus 20 (e.g. with a cable 15
or other connection means such as, but not limited to, a
wireless connections means) and synthetic aperture ultra-
sound data acquisition system 18 that outputs RF data 28
corresponding to readings acquired by the scanner 12.

The computer 20 comprises a processor 24 configured to
operate one or more application programs 22 located within
memory 25, wherein the application programs 22 may
contain one or more algorithms or methods of the present
invention for imaging a tissue medium for display via a
graphical user interface 23 on monitor 26, or other means.
For example, the application programming 22 may comprise
the programming configured for operating the sequential
excitation method 50 shown in FIG. 4 or ultrasound wave-
form tomography imaging method 200 shown in FIG. 14.
The computer 20 controls ultrasound tomography data
acquisition, and the process is completed automatically. The
whole-breast scanning time with approximately 100 slides
takes approximately 2 minutes.

FIG. 2 is a schematic view of a breast ultrasound tomog-
raphy system 11 in accordance with the present invention.
System 11 includes a table 70 having a water tank 76 with
an open aperture at the top of the table 70 for insertion of the
patient’s breast tissue (which ideally hangs pendant within
water tank 76 during imaging). Tank 76 includes one or
more synthetic-aperture ultrasound transducer arrays 74
located within one or more surfaces of the tank. The trans-
ducer array(s) 74 are immersed within the water tank 76
configured for receiving the patients breast 44 through
aperture 72, and scanning the breast 44 while the patient is
lying down on the table 70 in the prone position. As
described in further detail below, transducer array(s) 74 may
comprise a number of different configurations, with the
water tank housing 76 shaped accordingly to house the
array(s) 74. The water tank housing 76 material preferably
comprises a light, non-conductive material that conforms to
the shape of the array(s) 74 (e.g. rectangular for 2-parallel
bar array scanner 12 of FIG. 1, or cylindrical for the scanners
110, 120 and 130 shown in FIG. 7, FIG. 10 and FIG. 11,
respectively).

Positioning of the active areas of all array(s) 74 relative to
the water tank housing 76 is preferrably aligned such that the
ultrasound energy for the transducer elements 16 (FIG. 1) is
focused onto the same plane perpendicular to the housing
(for parallel bar scanner 12 (FIG. 5) or planar 100 (FIG. 6)
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arrays). The arrays (e.g. arrays 14a and 145, FIG. 1) are
preferrably electrically isolated and grounded.

The system 11 includes a data acquisition system 18 that
may be coupled to a computer system or electronics 78 that
control scanning. The data acquisition system 18 may also
be coupled to a computer 20 for running application pro-
gramming 22 (FIG. 1) to perform tomography reconstruc-
tions.

During the ultrasound data acquisition in the synthetic-
aperture ultrasound tomography system 10, the raw ultra-
sound data 28 (radio-frequency data) may be first stored
within computer memory 25 (FIG. 1) (which may comprise
solid state drives or other storage means available in the art),
allowing real-time patient data acquisition for clinical appli-
cations.

FIG. 3 is a schematic diagram of the two parallel bar
arrays 14a and 145 of scanner 12 of FIG. 1 shown interro-
gating a region of tissue 44 (e.g. breast tissue for mammog-
raphy) in accordance with a preferred method of the present
invention. The ultrasound imaging system 10 focuses an
array 14a and 1446 of N transducers 16 acting in a transmit-
receive mode. Fach element of the array 14a 145 is excited
sequentially (e.g. transducer 3 of array 14a is shown in
excitation mode) to generate an ultrasound field or signal 30
through the tissue surface 40 and into tissue medium 44
having a plurality of point scatterers 42. The backscattered
signals 32 are measured in parallel by all N elements 16. In
addition, opposing array 144 transducers are positioned
facing array 14« such that one or more elements of the array
145 receive direct transmission signals 30 simultaneously
with reception of backscatter or reflection signals 32 being
received by array 14a.

FIG. 4 shows flow diagram of a method 50 for sequen-
tially exciting a region of tissue 44 in accordance with the
present invention. At step 52, a first element (e.g. element 1
or i) of array 14a 145 of N ultrasound transducer elements
16 is excited for interrogating an inhomogeneous medium
44. At step 54, the backscattered/reflected signals 32 are
received/measured by all elements 16 (of at least 14a), while
transmission signals 30 are received/measured by one or
more elements 16 of array 145. At step 58, the method
evaluates whether all the elements 16 in the arrays 14a and
145 have been excited (and imaged). If the last element in
the arrays 14a, 14b has not been reached, the method moves
to the next element 16 in the array (14a or 145) at step 60,
and repeats the process sequentially until the N* element is
reached. At this point, the individual reflection/transmission
data are RF data, and the process 50 transfers the RF data to
memory or solid state drives 25 at step 64.

In the phased transducer arrays for synthetic-aperture
breast ultrasound tomography, a plurality of transducer
elements 16 are fired with different delayed times to simulate
ultrasound waves emerging from a virtual point source. The
systems and methods of the present invention preferrably
use the virtual point sources of the synthetic-aperture breast
ultrasound tomography system to improve signal-to-noise
ratios of breast ultrasound data.

The various scanning arrays invention, described below
with reference to FIG. 5 through FIG. 7 and FIG. 10 through
FIG. 13, are shown to illustrate that the systems 10, 11 and
methods 50, 200 may be achieved in various configurations.
Yet, the scanning arrays of FIG. 5 through FIG. 7 and FIG.
10 through FIG. 13 all share at least one common charac-
teristic in that at a plurality of transducers 16 of an array, or
portion of an array, oppose (at a spaced-apart distance across
the target scanning medium 44) a plurality of transducers 16
of either another portion of the array, or a separate array, so
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that reflection and transmission data may be acquired with
each successive transducer excitation. The following are
specific examples of arrays that may be used in the systems
10, 11 and methods 50, 200 of the present invention.
However, other configurations are contemplated. In each of
these configurations, the scanner 74 is shown without table
70 or housing 76 for clarity.

A. Dual Parallel-Bar Array Scanner

FIG. 5 illustrates a two parallel-bar ultrasound transducer
array scanner 12, which is illustrated in reference to imple-
mentation within system 10 in FIG. 1, and schematically in
operation as a synthetic-aperture scanner in FI1G. 3.

As shown in FIG. 5, the two arrays 14a and 145 are shown
in opposing orientation (e.g facing each other and matching
in location along x-axis in FIG. 5), and positioned in the x-y
plane (preferrably parallel to table 70 in FIG. 2, such that
they are spaced-apart across the scanning region 44. Each of
the 14a and 145 comprises a plurality of N transducers 16
(e.g. count of 128) linearly aligned in series (shown in along
the x-axis for reference) as parallel-phased arrays firing
toward each other in operation (see FIG. 3).

A robotic stage 90 is provided so that the arrays can move
in unison vertically along the z-axis to scan the tissue 44.
The transducer arrays 14¢ and 145 are configured to scan the
breast 44 from the chest wall to the nipple region, slice by
slice. To image the axillary region (region of breast closest
to the armpit of the patient, not shown), the two transducer
arrays 14a and 145 can be steered toward the axillary region,
with one of the transducer arrays placed near the axillary
region. The axillary region, or basin, is important to onco-
logic surgeons, as it represents the principal lymphatic
drainage region of the breast. Lymphatic metastasis from a
malignant breast lesion will most often occur in this region.

Arrays 14a and 14b may also be translated (either in
concert, or with respect to each other) in the x and y axes to
closely conform to varying patient anatomy.

Referring to FIG. 8 and FIG. 9, the transducer 16 may
either be flat or circular, and the surface of the transducer
element 16 may either be flat, as in transducer 16a in FIG.
8, or arcuate in shape, as shown in transducer 164 of FIG.
9. The flat transducer 16a of FIG. 8 generates a collimated
beam 17, whereas the curvilinear transducer 164 of FIG. 9
has a focal point P that is behind the emitting surface to
generate a diverging beam 19 (defocused or lens configu-
ration preferably in the y-z plane) across a field of view from
A to B (centered on C). The curvilinear transducer 165 of
FIG. 9 helps get a 3-D volume while scanning, and is
particularly useful with line arrays such as those in FIG. 5,
FIG. 10, FIG. 11, and FIG. 13.

In one embodiment, exemplary dimensions for the arrays
14a and 145 and transducers 16 are as follows: a length
inside the water tank along X-axis (the horizontal direction)
of 16 inches, with 19.2 inches along Y-axis (the horizontal
direction) and 16 inches in height along Z-axis (the vertical
direction). The distances from the ends of the ultrasound
phased transducer arrays 14a and 145 to the inside walls of
the water tank along X-axis are approximately 3.8425
inches. In one embodiment, the horizontal distance between
the front surfaces of the two parallel phased ultrasound
transducer arrays can be adjusted from 12 cm to 25 cm, with
a 1 cm increment utilizing 14 different sets of spacer blocks.
The accuracy and precision of the horizontal position is
ideally 5 microns or better. The vertical travel (Z axis) of the
two parallel ultrasound phased transducer arrays 14a and
144 1s 10 inches from the top surface of the water level. The
vertical travel step interval can be adjusted to any value,
such as 0.25 mm, 0.5 mm, 1 mm, and 2 mm.
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In one embodiment, array 14a, 145 parameters are as
follows: center frequency of 1.5 MHz, bandwidth of ~80%
bandwidth (-6 dB) (measured for two-way sound propaga-
tion energy), the open angle of ultrasound waves emitting
from a single element at ~80°, with uniform transducer
elements 16 (<1 dB variation, and uniform bandwidth for
one-way sound propagation energy).

In one embodiment, the arrays 14a, 145 comprise 1.5
MHz arrays with 384 elements each, equally spaced along
the array. In one example, the dimensions/characteristics of
the transducer elements are as follows: elevation aperture:
15 mm, element width: 0.4 mm for 1.5 MHz arrays, eleva-
tion focus: 10 cm away from the transducer element, with all
transducers configured to be aligned along the array and
perpendicular to the elevation plane.

It is appreciated that the above dimensions and configu-
ration details are for reference purposes only, and such
characteristics may be varied accordingly.

The advantage of the configuration of scanner 12, over,
e.g. the planar arrays of FIG. 6, is that the system 10 is using
a fewer number of transducer elements.

B. Dual Parallel Planar Array Scanner

FIG. 6 illustrates a scanner 100 comprising two parallel
planar arrays 102a and 1024 aligned opposing each other
across the scanning medium 44. Arrays 102¢ and 1025 each
comprise matching grids of 2-D arrays of transducers 16
(e.g. transducers 16 share the same locations in their respec-
tive x-z planes shown in FIG. 6). With the planar arrays the
scanner 100 generally does not need to be translated in the
7 (vertical) direction.

There are generally two limitations for the synthetic-
aperture breast ultrasound tomography with the cylindrical
or circular transducer arrays: (a) it is difficult to image the
axillary region of the tissue 44; and (b) one size of the
cylindrical or circular transducer array will either be under-
sized or oversized for most sizes of the breast.

Synthetic-aperture breast ultrasound tomography with
two parallel planar ultrasound transducer arrays 102a and
1025 can overcome these two limitations. As shown in FIG.
6, one planar/2D transducer array 1025 can be placed close
to the axillary region of the tissue 44. In addition, the
distance between the two planar ultrasound transducer
arrays 1024 and 1025 can be adjusted with respect to each
other (either manually or with robotic stage 90 as shown in
FIG. 5) to fit different sizes of the breast. The ultrasound
transducer elements 16 can be in circular or rectangular
shape, and the surface of the transducer element can be
either flat or arc-shaped, as shown in FIG. 8 and FIG. 9.

C. Cylindrical Array Scanner

FIG. 7 shows a cylindrical array scanner 110 having a
cylindrical 2-D array 112a of transducers 16 in the inside
surface of the cylinder wall 118 of the ultrasound transducer
array. A planar array of elements 11256 may also be posi-
tioned on the bottom surface 116 of the cylinder, which
would primarily capture backscattered signals.

With the singular cylindrical array scanner 110, a first half
of the semi-cylinder elements 16 will be opposed to or
facing the second half of the semi-cylinder elements 16, and
thus be positioned to receive direct transmission signals 30
(see FIG. 3) at least at varying degrees of angles of inci-
dence. Thus depending on the amount of defocusing within
each transducer, a plurality, or all, of the non-emitting
transducers 16 will be able to receive a direct transmission
signal 30 (FIG. 3) (at varying degrees) from the emitting
transducer 16, leading to a full 3D ultrasound tomography
image of the breast.
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The top end 114 of the cylinder is open, such that the
breast tissue 44 is immersed into the cylindrical array
scanner 110 with 2D ultrasound transducer elements 16
surrounding the tissue 44. As with previous embodiments,
the ultrasound transducer elements 16 can be in circular or
rectangular shape, and the surface of the transducer element
can be either flat or arc-shaped, as shown in FIG. 8 and FIG.
9.

D. Torroidal (Circular) Array Scanner

FIG. 10 shows a torroidal array scanner 120 having a
circular array 122 of transducers 16 aligned in a ring that is
configured to encircle the breast 44. A robotic stage 124 may
be provided to allow for translation of the array 122 to and
scan the breast 44 from the chest wall to the nipple region,
slice by slice.

With the singular torroidal array scanner 120, a first half
of the semi-circle elements 16 will be opposed to or facing
the second half of the semi-circle elements 16, and thus be
positioned to receive direct transmission signals 30 (see
FIG. 3) at least at varying degrees of angles of incidence.
Thus, depending on the amount of defocusing within each
transducer, a plurality, or all, of the non-emitting transducers
16 will be able to receive a direct transmission signal 30 (at
varying degrees) from the emitting transducer 16.

The circular array 122 preferably comprises defocused
lens-transducer elements 165 as shown in FIG. 9, enabling
3-D breast ultrasound tomography. One advantage of the
torroidal configuration 120 is using a fewer number of
transducer elements compared to the cylindrical transducer
array 110.

E. Dual Torroidal (Circular) Array Scanner

FIG. 11. shows another synthetic-aperture ultrasound
breast tomography scanner 130 that incorporates use of two
circular transducer arrays (upper circular array 132a and
lower circular array 1325).

Image resolution depends, at least in part, on ultrasound
illumination of the target medium 44. To increase the
ultrasound out-of-plane illumination angle, an acoustic
diverging lens 165, as shown in FIG. 9, may be used to
widen the elevation beam to the desired level (e.g. between
points B and C in the upper circular array 132a and D and
E in the lower circular array 1325 (conically diverging
beam)). Thus, the defocused ultrasound transducer elements
164 transmit ultrasound waves propagating not only to the
transducer elements within the same circular array, e.g.
between B and C in the upper ring 1324, but also to the other
circular transducer array, e.g. between D and E in the lower
ring 132b. The upper transducer array 132a may be config-
ured to scan the breast 44 from the chest wall position to the
nipple region. At each position, the lower transducer array
1325 may move to different vertical position in the z-axis to
acquire ultrasound data. This configuration leads to
improved vertical resolution of breast ultrasound tomogra-
phy images compared that obtained using one circular
transducer array as shown in FIG. 10.

In practice, the two circular ultrasound transducer arrays
132a and 1325 are immersed into the water tank 76 and both
encircle the breast 44. One or both arrays 132a and 1325
may be configured to translate vertically via a motorized
stage 134. For example, during an ultrasound scan, the upper
circular array 132a can be positioned against the chest wall,
while the lower circular array 1326 moves upward from
below the nipple region, or vice versa.

As with previous embodiments, each element of one
transducer array is fired sequentially, and all elements of
both transducer arrays receive ultrasound scattering data 32.
The scanner 130 acquires not only ultrasound propagating

15

20

25

30

35

40

45

55

60

65

12

from one element to all elements within the same transducer
array, but also those ultrasound waves propagating from the
emitting element to all elements of the other transducer
array, leading to a full 3D ultrasound tomography image of
the breast.

Such a UST system 130 allows recording of volumetric
ultrasound data, and the image resolution limited by slice
thickness will be alleviated. In one exemplary design, the
data acquisition electronics 18 allow a maximum of 768
parallel channels, so the number of transducers may be
halved per array 132a and 132b. The coarser sampling in the
plane of the array will be compensated by the cross illumi-
nations

The scanner 130 of FIG. 11 can significantly improve
image resolution and quality compared to those obtained
from an ultrasound tomography system with one circular
transducer array. A 3D ultrasound tomography system 10 of
this configuration will be operator independent, which is
critical for cancer screening, and will be more cost-effective
than an ultrasound tomography system with a cylindrical
transducer array.

F. Combination 2D Planar and 2D-Arc Array Scanner

FIG. 12 shows a scanner 140 comprising a semicircular or
arcuate array 1425 having transducers 16 in an opposing or
facing orientation with planar array 142a, with target tissue
44 disposed between the two. The scanner 140 provides a
combination of the advantages of the cylindrical transducer
array 110 with those of the 2D planner array 100. An
ultrasound tomography system 10 with such combination of
transducer arrays improves the range of spatial coverage for
data acquisition, and the planar array 142 can still be placed
near the axillary region.

G. Combination 1D Beam and Arc Array Scanner

FIG. 13 illustrates a scanner 150 that reduces the 2D
arrays in FIG. 12 to 1D arrays (arcuate line array 1524 and
linear beam array 152a). This configuration, using a one-
dimensional, straight-phased array 152e¢ and a 1D arc-
shaped array, 152 reduces the number transducers 16, and
thus the number of channels required for data acquisition
electronics 18, while improving the spatial coverage of data
acquisition compared to when using a two parallel phased
transducer array scanner 12 in FIG. 5.

II. Synthetic Aperture Ultrasound Tomography Methods

Referring now to FIG. 14, a flow chart of a synthetic
aperture ultrasound tomography method 200 is shown. This
method is preferably used with any of the systems and
scanners shown in FIG. 1 through FIG. 14, although other
scanning systems are contemplated. Ideally, the method is
used in conjunction with a scanner that has one or more
arrays configured so that a plurality of transducers 16 of an
array, or portion of an array, oppose (at a spaced-apart
distance across the target scanning medium 44) a plurality of
transducers 16 of either another portion of the array, or a
separate array, so that reflection and transmission data may
be acquired with each successive transducer excitation.

At step 202, the method performs a synthetic aperture
ultrasound scan of the tissue medium in accordance with the
schematic illustration of scanner 12 FIG. 3. At step 204,
reflection and transmission data are simultaneously
acquired, as shown in the method 50 of FIG. 4. At step 206,
ultrasound waveform tomographic imaging is performed on
the acquired reflection and transmission data to generate a
high-resolution ultrasound reconstruction image of the tar-
get medium 44.

As mentioned previously, a particular shortcoming of
existing ultrasound tomographic imaging is that they either
use only transmission data, or reflection data only, for image
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reconstructions. In contrast, the synthetic-aperture ultra-
sound tomography method 200 of the present invention
acquired both ultrasound transmission and reflection data at
the same time, and use both ultrasound transmission and
reflection data for tomographic reconstructions to greatly
improve the shapes and quantitative values of mechanical
properties of abnormalities.

FIGS. 15 through 18B demonstrate that using numerical
breast-phantom data from ultrasound waveform tomography
using both transmission and reflection data simultaneously
significantly improves the accuracy of tomographic recon-
structions, compared to those obtained using only ultrasound
transmission data or only ultrasound reflection data.

Numerical phantom data was generated for a synthetic-
aperture ultrasound tomography system with a two parallel
phased transducer array scanner 12 as shown in FIG. 5. Each
transducer array 14a, 156 is comprised of 384 evenly
distributed ultrasound transducer elements, with a pitch size
of 0.55 mm. The two transducer arrays were separated by 20
cm. The ultrasound source function used is a Ricker wavelet
with a central frequency of 1.0 MHz.

FIG. 15 shows an image of a numerical breast phantom
containing two different tumors (small, light tumor, and
larger dark tumor). The background sound-speed of the
phantom was 1500 m/s, and those of the two tumor speeds
were 1530 m/s and 1550 m/s, respectively. The diameters of
the tumors were 2.0 mm and 7.0 mm, and approximately 1.3
wavelengths and 4.6 wavelengths. The two tumors were
positioned along the longitudinal direction relative to the
ultrasound transducer arrays. A high-order finite-difference
time-domain wave-equation algorithm in accordance with
step 206 was used to compute ultrasound transmission and
reflection data.

FIG. 16A and FIG. 16B show imaging results (tomo-
graphic reconstruction in FIG. 16A, and vertical profile
along the center of the tumors in FIG. 16B) obtained using
only the reflection data. FIG. 17A and FIG. 17B show
imaging results (tomographic reconstruction in FIG. 17A,
and vertical profile along the center of the tumors in FIG.
17B) obtained using only the transmission data. FIG. 18A
and FIG. 18B show imaging results (tomographic recon-
struction in FIG. 18A, and vertical profile along the center
of the tumors in FIG. 18B) obtained using both transmission
and reflection data simultaneously in accordance with
method 200.

The waveform tomographic reconstruction using only the
reflection data (FIG. 16A and FIG. 16B) provides mostly the
edge information of the tumors, and can distinguish the two
tumors.

On the other hand, the waveform tomographic reconstruc-
tion (FIG. 17A and FIG. 17B) using only the transmission
data gives mostly low spatial-wavenumber components of
the tumors, and it is almost impossible to separate the two
tumors.

By contrast, the waveform tomographic reconstruction
using both the transmission and reflection data simultane-
ously (FIG. 18A and FIG. 18B) takes the advantages of the
above two kinds of tomographic reconstructions, and pro-
duces an image with much improved tumor edges and
sound-speed reconstructions.

A. Synthetic Aperture Ultrasound Waveform Tomography

FIG. 19 illustrates a preferred method 206 for generating
the ultrasound waveform step of method 200 (FIG. 14) using
both transmission and reflection data for ultrasound wave-
form tomography. As shown in FIG. 19, reflection and
transmission data are input at step 210, and ray approxima-
tion is performed at step 212 to generate an initial model.
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Next at step 214, image reconstruction is performed by
computing the wave acoustic wave propetties of the data by
calculating the mean square difference between the observed
and synthetic waveforms. In particular, step 214 is per-
formed by performing iterative waveform inversion with
regularization.

Two novel approaches to regularization that are high-
lighted within the system and method of the present inven-
tion are spatially variant regularization, and edge-guided
regularization, both of which will be explained in further
detail below.

From a more basic level, performing step 214 is achieved
by solving the acoustic wave equation of Eq. 1 with the
minimization model of Eq. 5.

The acoustic-wave equation in the time-domain is given

by:

* Eq. 1

EIERVIR e
xnaz "\ plr ) =s(r,1,
where p(r) is the density, K(r) is the bulk modulus, s(t) is the

source term, and p(r,t) is the pressure field.
The solution to Eq. 1 can be written as:

p=JKs),

where the function of f is the forward modeling operator.
Numerical techniques, such as finite-difference and spectral-
element methods, can be used to solve Eq. 2. Let the model
parameter be:

Eq. 2

We can rewrite Eq. 2 as:

p=Fm). Eq.3
For the case of constant density, Eq. 1 becomes:
1 &, Eq. 4
(C’Z_(r) Eri \ ]p(r, n=s(r, 1,

where C(r)=VK{@/p{) is the sound speed, and the model
parameter is m=C(r).

The inverse problem of Eq. 3 is posed as a minimization
problem such that:

Em) = min{lld - fom)I}. Eg. 5

where ||d-f(m)||,® is the misfit function, d can be either
ultrasound reflection data, or ultrasound transmission data,
or combined ultrasound reflection and transmission data,
and ||4|, stands for the L, norm. The minimization of Eq. 5
comprises solving for a model m that yields the minimum
mean square difference between measured and synthetic
waveforms.

However, because the measurements have limited cover-
age, solving Eq. 5 is ill-posed. Moreover, because of the
nonlinearity of the function f, the solution can be trapped in
the neighborhood of a local minimum of the misfit function.
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Therefore, a regularization technique is preferably applied to
Eq. 5 to alleviate the ill-posedness of the inversion.

1. Synthetic Aperture Ultrasound Waveform Tomography
with Spatially Variant Regularization.

FIG. 20 shows a flow diagram of a method step 214a that
is used to apply spatially-variant regularization to perform
the computation step 214 of FIG. 19.

First, the method 2144 obtains spatial regions at step 220.
Ray tomography may be performed such that migration
results can provide the information about the spatial regions
Q, in step 220. Once the approximate locations (and/or
approximate size) of the spatial regions Q, are obtained in
step 220, a spatially variant parameter ¢, is applied to each
of the regions at step 222. Next, at step 224, the minimiza-
tion equation is solved with the spatially-variant regulariza-
tion.

It is important to show a general form of spatially-variant
regularization derived without specifying the particular
regularization term.

A form of regularization is often written as:

E(m) = min{lld - Fm)I[; + AR(m), Eq. 6

where R(m) is the regularization term, whose form depends
on the type of the regularization invoked. The Tikhonov
regularization and the TV regularization are the most com-
monly used. An equivalent form of regularization can be
given as a constrained minimization problem, that is,

min{lld - fom)3} Ea. 7

subject to R(m) <e,

where the parameter € plays the same role as A in Eq. 6 to
control the degree of regularization of the desired solution.

To incorporate spatial information into Eq. 7, we modify
it as

minflld - fm)|3} Eg 8

subject to R(m;) <€, m; € £,

where Q, is a spatial region, and €, is a spatially-variant
parameter.
For numerical implementation, Eq. 8 can be written as:

E(m) = min{lld - £} +A:Rm;)}. Eq. 9

the spatially-variant regularization can also be applied to
generate a modified total-variation regularization scheme for
ultrasound waveform tomography.

The modified TV regularization is given by:

Eg. 10

E{m, 4) = min{|ld - FOnZ + il = ul + 220194l 3,

where A, and A, are both positive regularization parameters,
and u is an auxiliary vector with a dimension equal to m.
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Equivalently, the modified TV regularization in Eq. 10
can be written as:

Em, ) =min{min{ld - /ol +dulm ) + Aol V). B 1

An alternating-minimization algorithm is employed for
solving the double minimization problem in Eq. 11. Begin-
ning with a starting model u'®, solving for Eq. 11 leads to
the solutions of two minimization problems:

m® = argminlld = £ +Allm - VI3 Eq 12
m

. 2
1% = argminllm® — sl + 2|V ul,
f

fori=12, ... .

Let R(m)=|m-u*"")|,%, following the derivation in the
previous section, we therefore obtain the spatially-variant
expression of the first minimization in Eq. 12 as:

mé) = axgminlld = foI3 + 3 A1 ilim; =V Fa. 13
" i

Similarly, if R(m)=|[Vul|;, we obtain the spatially-variant
regularization form for the other minimization problem in
Eq. 12 as:

. 2
W) = argminn® — ull + 3 o 19l Fa. 14
“ i

A priori information plays an important role in solving
inverse problems. The usage of a priori information is
usually to avoid the instability during the inversion of data.
The a priori information can be some reasonable initial
guess of the solution, the smoothness of the desired recon-
struction or the spatial information on the solution. In
general, the a priori information is functioning as a guide to
the true solution.

Spatial information is one type of a priori information.
There are different methods to incorporate the a prior
information into inversion algorithms. Specifically, we use
regularization techniques to incorporate the spatial prior.

For the minimization problems based on Egs. 13 and 14,
both the initial model m, and spatial regions £, are needed.
The starting model m,, may be obtained from ray tomogra-
phy. Waveform tomography generally consists of two parts:
migration and tomography. Migration yields the shapes (or
edges) of the anomalies, and can be obtained in the first few
iterations during inversion. Therefore, migration results can
provide the information about the spatial regions €, in step
220.

In a preferred embodiment, the computational methods
for solving the modified TV regularization problem are
adapted to account for the spatially-variant regularization
terms in Eqgs. 13 and 14. However, it is appreciated that the
spatially variant regularization method 214a may be applied
to a more general form of regularization.

From the spatially-variant Tikhonov regularization given
in Eq. 13, it is apparent that the gradient of the first term does



US 10,028,728 B2

17

not change with respect to the spatial information. On the
other hand, the second term varies spatially. Therefore,
Nonlinear Conjugate Gradient (NCG) is chosen for optimi-
zation. The gradient of the first term is obtained using the
adjoint-state method given by:

Tuld - fmll3 = 2090’ Y 395 0¥ VRGP

shots  t

where u® is the forward propagated wavefield, and 5 is
the backward propagated residual at iteration k, which is
further defined as r®=d"**~f(m®). Therefore, the gradient
of the cost function E(m) is:

VnBm) = 20(CV0 Y Y 9 A A Eq. 16

shots  t
22 /llyi(m; —ugkil)).
i

The search direction q® at iteration k is then defined to be
the conjugate to the gradient at the current iteration step.
Once the search direction ¢ at iteration k is obtained, the
line search with the following Armijo criteria is further used
for the optimal step size f®:

Em® + pgh Eq. 17

(GO VE@® + g0 = 031g®) VB,

< En®) + ¢ 9" VEm®),

When the search direction q® and the step size B are
determined, the update of the current iteration is updated
according to Eq. 18:

D=y ® g0 ®, Fq. 18

In the following, the computational methods for solving
the acoustic wave Eq. 1 via a spatially variant modified TV
regularization incorporating the two minimization problems
of Eg. 13 and Eq. 14 in accordance with the present
invention are shown with reference to FIGS. 21, 22, and 23,
in addition to Algorithms 1, 2, and 3 below.

Referring to FIG. 21, the computational method 250 for
solving Eq. 1 via spatially-variant minimization Eq. 13 and
Eq. 14 comprises first inputting the specified tolerance TOL,
in addition to the initial model u‘® at step 252. The initial
model v’ may be generated via applying ray approximation
step 212 on the input reflection and transmission data 210 as
shown in FIG. 19, and further with step 220 in FIG. 20 to
obtain spatial regions Q, via migration of the model.

At step 254, the parameters are initialized (e.g. the current
iteration value k is set at zero).

A step 256, the algorithm queries whether the current
iteration of the model has met the minimum value set by the
assigned tolerance TOL.

If the threshold value has not been met, the algorithm, at
step 258, solves Eq. 13 to compute m® according to
Algorithm 1 and method 270 of FIG. 22.

At step 260, u® is computed according to Algorithm 2
and method 300 of FIG. 23. The current iteration value is
then updated at step 262, and the routine returns to step 256.
If the threshold is met, the algorithm ends and outputs u®
at step 264. If not, Algorithm 1 continues to iterate.
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Algorithm 1 Computational method for solving ultrasound
waveform tomography with the spatially-variant
modified total-variation regularization

Input: u® , TOL

Output: u®

1: Initialize k=0 ;

2: while { | m® - m® Y |>TOL } do

3: Solve Eq. 13 for m™® according to Alg. 2;

4: Solve Eq. 14 for u® according to Alg. 3;

5: Next iteration: k <= k+ 1 ;

6: end while

The NCG algorithm 270 shown in FIG. 22, used for

solving Eq. 14, is also embodied in Algorithm 2 below. The
first step in the method 270 is to input the specified tolerance
TOL, in addition to the initial model m®. Other parameters,
such as A, and A,, may also be input in this step. The initial
model m™ may be generated via applying ray approxima-
tion step 212 of the input reflection and transmission data

210 as shown in FIG. 19.

At step 274, the parameters are initialized (e.g. the current
iteration value k is set at zero).

A step 276, the algorithm queries whether the current
iteration of the model has met the minimum value set by the
assigned tolerance TOL.

If the threshold value has not been met, the algorithm
computes the step size by computing Eq. 17 at step 278.

Next, at step 280, the current iteration model m™® is
updated based on step size B and search direction q®
according to Eq. 18.

At step 282, the gradient of the cost function VE¥**" is
computed according to Eq. 16.

At step 284, the ratio of the inner product of the gradient
VE is computed to find the term y** according to:

<VE(k+l)’ VE(k+l)>
VEO VED)

(k+1) _

Finally, the search direction q* is updated at step 286
according to:

g D= Y EG Tyl D),

The current iteration value k is then updated at step 288,
and the process repeated at step 276.

If the threshold tolerance has been met at step 276, then
the process ends, and outputs the model m™ at step 290. If
not, the process continues to iterate until it does.

Algorithm 2:
Canonical NCG to solve minE(m)
Input: m'®, TOL
Output: m® ‘
1: Initialize k = 0, E® = Em?), E© = VEmM®} , and ¢© =
EO.

while {|[VE®>TOL} do
Compute the step size p%® satisfying Eq. (17);
Update the solution according to Eq. (18);
Compute the gradient VE®*Y based on Eq. (16);
Compute the ratio of the inner product of the gradient VE:

[ R L]

@b <VE(I<+1)’ VE(kH)).
T (VEW,VEW) ’
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-continued
Algorithm 2:
Canonical NCG to solve minE(m)
m
7: Update the search direction: ¢* *P = ~VE®D 4 y&+Dg®;
8: Next iteration: k <= k + 1;
9: end while

While there are many numerical methods for solving the
L,-TV problem described in Eq. 25, the split-Bregman
method approach was found to be appropriate.

For ultrasound waveform tomography with the spatially-
variant regularization, we need to modify the original Split-
Bregman iteration algorithm developed for solving the
global regularization.

The basic idea of the Split-Bregman method is to refor-

mulate Eq. 14 as an equivalent minimization problem based
on the Bregman distance:

. 2
B, g g) = min Jlu=m®l3+ 37 Aayllullyy + Eq. 19
$8x:87 7

D billgyi = Vet = b‘“ﬂﬁzﬂ,ngu—w -4,
i

where

(k‘! &) (k)
'=V Up's 80 = =V,

(k+1 (3 k-1 (k+1
B =BG+ (Tl - g0,
b(k+l) b(k) (Vzuf"“)—gg‘;”)),
and

i = 24,

This equation becomes more complicated than the origi-
nal one, because of the fact that spatially-variant regular-
ization parameters are now taken into consideration. To
solve this minimization problem, an alternating minimiza-
tion algorithm in Eq. 19, leading to the following two
minimization subproblems:

E(u):mn||u-m‘“||§+ Bq. 20
Z#tllg'“ Ve - (k)HﬁZ#IIg‘“ V. - b0,
and
Eq. 21

(gn gz) = mnz A i |L‘l”TV

& 02
> sullges - Vi - b”||2+2m||gm— V. = b1,
i

Applying the optimality condition to Eq. 20, we have:

Eq 22

D _ Z p,-Aufk”) -
i

(3 T( (& &
O3 V] (g -6+ o
i

gZ i b(k)

IEWAA!
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which is solved using the Gauss-Seidel iterative method:

K
in)n - Eq. 23
Hi (k) (&) (k) (k) (k) k)
T+4g (”m+1n + ity Lo Flpel T 1t Eem-1n _g,imn
(k) k) (k) k
gzmn 17 g;mn_brm ln b(xr)nn

(k) k K
B + 60 .

Equation 21 is solved explicitly using a generalized
shrinkage formula:

Tl + Ea 24
g;/:‘fl) - maX(SEk) = A2, 214, OJT,
and

v, + b Eq. 25

k1 ¢ z :
g5 = ma(s{ - s /241, Oj%,
s}

where

0 =W

LB (9,4 5 b8

The overall description of the algorithm for solving the
ultrasound waveform tomography with the spatially-variant
modified total-variation regularization is shown in Alg. 3.
The numerical algorithm 300 of FIG. 26 for solving Eq. 14
using the split-Bregman iteration scheme is also provided in
Algorithm 3.

The first step in the method 300 (FIG. 23) is to input the
specified tolerance TOL, in addition to the initial model in
addition to the initial model u'® at step 302. The initial
model u®® may be generated via applying ray approximation
step 212 on the input reflection and transmission data 210 as
shown in FIG. 19.

At step 304, the parameters are initialized (e.g. the current
iteration value k is set at zero).

A step 306, the algorithm queries whether the current
iteration of the model has met the minimum value set by the
assigned tolerance TOL.

If the threshold value has not been met, the algorithm
solves Eq. 20 using the Gauss-Seidel equation (Eq. 23) at
step 308.

At step 310, Eq. 21 is then solved using generalized
shrinkage (Eq. 24 and Eq. 25).

Next, the intermediate variable b, is updated according to
b, t=h Bp(v u®D_g @Dy g step 312.

The intermediate variable b, is then updated according to
b, H=b B (V u*+D_g *DY ap step 314.

The current iteration value is then updated at step 316, and
the routine returns to step 306. If the threshold is met, the
algorithm ends and outputs u® at step 318. If not, Algorithm
3 continues to iterate.

Algorithm 3: Split-Bregman iteration

Input: u” , TOL

Output: u®

1: Initialize k=0, g @ =g @ =0 =p,@=0

2: while { || u® - u®Y |> TOL } do

3: Solve Eq. (20) according to Eq. (23);

4: Solve Eq. (21) according to Eq. (24) and Eq. (25);
3: Update b, &P = b ® 4 (Vu¥D — g &by
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-continued

Algorithm 3: Split-Bregman iteration

6: Update b, ®D = b ® 4 (v ulke) — g ey
7: Next iteration: k <= k + 1 ;
8: end while

11. Synthetic Aperture Ultrasound Waveform Tomography
with Edge Guided Regularization.

FIG. 24 shows a flow diagram of a method step 214 that
is used to apply edge-guided regularization to perform the
computation step 214 of FIG. 19.

At step 330, the method 2145 computes the forward
propagation wavefields from the sources and the backward
propagation wavefields from the receivers for each iteration.
Next, at step 232, the edges are obtained by cross-correlating
the forward and backward wavefields. Finally, variable
weighting parameters are applied to control regularization
between points residing on an edge and point that are not on
the edge (e.g. 0 if on edge, and 1 if not on the edge). This
process is described in more detail below, particularly with
reference to method 360 of FIG. 25.

The edge-guided regularization method 214b of the pres-
ent invention may can be incorporated into any regulariza-
tion scheme. A general form of the edge-guided regulariza-
tion is provided. In addition, a preferred embodiment is
disclosed wherein the edge-guided regularization techniques
of the present invention are coupled the modified total-
variation regularization for ultrasound waveform tomogra-
phy. Ideally, the edge-guided regularization techniques of
the present invention are used to process data related to
transmission and reflection signals, or combination of trans-
mission and reflection signals, of a synthetic aperture ultra-
sound array. However, it is appreciated that the edge-guided
regularization method 2145 of the present invention may can
be used on data relating to transmission only, or reflection
only.

A form of regularization is often written as

Em) = min {||d - fm)||3 + AR(m)}, Eq. 6

where R(m) is the regularization term, whose form depends
on the type of the regularization used, and the Tikhonov
regularization and the TV regularization are the most com-
monly used schemes.

To incorporate the edge information, we reformulate the
regularization term of R(m) as:

R(m)=R(w;;m) Eq. 26

where the weighting parameter w controls the amount of
regularization between neighboring points. We set up the
weighting value as the following:

Eq 27

0 if point(i, j)is on the edge
Wi,j =

1 if point(i, ) is not on the edge

The motivation of assigning a zero weight to the points on
the edges is to free them from being penalized by the
regularization. The weighting parameter therefore relies on
the correct detection of the edge locations, an incorrect
weighting value could result in incorrect edges in tomogra-
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phy reconstruction. Therefore, it is crucial to locate the
edges as accurate as possible for ultrasound waveform
tomography.

The following discussion is relating to the more specific
application of edge-guided regularization to ultrasound
waveform tomography with the modified total-variation
regularization

The cost function with the modified TV regularization is
given by:

E(m, #) = min lld = £ I3 + Aulbm = ll3 + Aallully b, Eq. 28

where A, and A, are both positive regularization parameters,
u is an auxiliary vector with a dimension equal to m, and the
TV regularizer |jul|,,- for a 2D model is defined as the L,:

Eq. 29
ety =19l = >

I=<i,j=n

(9 aa) 2 4+ 10V a0) 41

with qu iy Yie1, Wiy @d (Vzu)ig.:ui,j+l_ui,j' ]

Neither of the preceding regularizers use any edge infor-
mation. To incorporate the edge information, we reformulate
the conventional TV term given by Eq. 30 as:

Eq. 30
liallsry =¥l = > o j((T e, P+ 1T, 2, d

=i, j=n

where w is a weighting parameter
Using the edge-guided TV regularization in Eq. 31, the
edge-guided modified TV regularization is given by:

E{n, u) = min Uld = £OlI3 +Aulln =3 + 2llw¥ ). Ea 31

The edge-guided modified TV regularization in Eq. 32
may be written in the form:

Egn, ) =min{min{ld - £l + Aulm )+ Aol . PO

An alternating-minimization algorithm is employed to
solve the double minimization problem in Eq. 33. Beginning
with a starting model u'”, and solving for Eq. 33, leads to
the solutions of two minimization problems:

. —1)2 3
m® = argmin ld = £+ Aalim =V, Be. 33

. 2
) = argmin [ln® —ull} + Aallllry
¥

During each iteration step of ultrasound waveform inver-
sion, the forward propagation wavefields from sources and
backward propagation wavefields from receivers are com-
puted (see step 330 of FIG. 24). These wavefields are then
exploited to obtain the edges of heterogeneities using
reverse-time migration, that is, we obtain the edges using the
cross-correlation of forward and backward propagation
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wavefields (see step 332 of FIG. 24). Therefore, we can gain
the edge information with only a slightly increased compu-
tation time during ultrasound waveform inversion. After the
edges are determined, the weighting coeflicients is applied
according to Eqn. 28 (see step 334 of FIG. 24).

Similar computational and numerical methods for solving
ultrasound waveform tomography with the spatially variant
modified TV regularization are used to solve the edge-
guided modified TV regularization problem in Eq. 34. The
problem is decomposed into two separate minimization
problems: one canonical Tikhonov regularization, and one
edge-guided modified TV regularization, given by:

Em) = min |4 = fomI3 +allm - oD, Eq. 34
m

and

Ewy=min [lu=mll3 + Aollwdlyy. Eq. 35
i

The following computational methods for solving these
two minimization problems are shown as follows with
reference to method 360 of FIG. 25. Additionally, method
250 of FIG. 21 and Algorithm 1, both used for the spatially-
variant configuration, may be used to solve for the solving
the edge-guided regularization Equations 12, 13.

A Nonlinear Conjugate Gradient (NCG) method for opti-
mization is used to solve Eq. 35. The gradient of the misfit
function is:

Vo E(m) = Eq. 36
(k) .
2097 S 5V @0, 0 b 0+ 2 - u D),
shots  t

where U® is the forward propagated wavefield, and b ® is
the backward propagated residual at iteration k, defined as
I'(k):dObS—f(m(k)).

The search direction q'* at iteration k is then defined to be
the conjugate of the gradient at the current iteration step.
Once the search direction ¢ at iteration k is obtained, the
line search with the Armijo criterion below is used to obtain
the optimal step size p%:

Em® 4 g040)
{ (@ VEm® + fOg0) 2 3%V Em®)

< Em®) + ¢, fRU(gTV Em®) Eq. 37

With the search direction q® and the step size p®
determined, the update of the current iteration is given by:

m(k+1):m(k)+[5(1f)q(k). Eq. 38

The above equations for solving Eq. 35 via NCG may be
visualized with reference to method 270 shown in FIG. 22,
and Algorithm 2. for the spatially variant regularization
model described above.

To solve Eq. 36, the high efficiency of the Split-Bregman
iterative method is used and extended for specific use of the
edge-guided modified TV regularization problem of the
present invention.

In particular, the following equation is obtained where the
edge-guided regularization term is taken into account:
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. 2
E, g &) = min = mG + Aolllery + Fa 3

)2 0)2
Mgy = Viu— b; )”2 +ullg: — Vou - bg )”25
where
gik) =V, gix) =V, bi"“) _ b'xk) + (V) —gihl))s
and

bglwl) — bgk) + (Vz M(k+1) _g£k+1))'

An alternating minimization algorithm is then applied to
Eq. 39 to minimize two subproblems:

Ew) =min_ u-m©; + Eq. 40
U
i 2 2
ellg = Veu— BN, + g =V 0= 6P,
and
E(g,ra gz) = Eq 41
. 2 D2
min Qollellgry + plge = Viere = BN + ullg, = Vo= 6O
X187

The edge-guided modified TV regularization of the pres-
ent invention is thus provided in Eq. 41.

By applying the optimality condition to Eq. 40, i.e., take
the derivative of Eq. 40, and set it to be zero, we have:

T D=m 4y, Hg O-b, Pyruv F(g. -0 @), Eq. 42

The Gauss-Seidel iterative method is then used to obtain
the solution of Eq. 43, given by

k
W9 = Eq 43
H (k) ) (k) (&) k) (k) (k)
T+4g (”i+1,j Fuicnt et Y &t T Exi 8- T
(k) (k) (k) (k) (k) (k)
gy =+ b0 =0 00 + T g

The generalized shrinkage formula is then used to explic-
itly solve the edge-guided regularization problem in Hq. 41,
and obtain

Gerl) - Eq. 4
. Vi) 4 pO
max(s(‘) -2A2/2u, O)Tx, for points on edges
s
max(V, 4+ b(X“) —A2/2u, 0), for points not on edges
and
(k4D = Eq. 45
V,u® 4 )
max(s®) -2, /24, O)Tz, for points on edges
5 5
max(V,u® + bg‘) —A2/2u,0), for points not on edges
where:
s(k):\/w(\qu(k)+bx(k)\2+\Vzu(k)+bz(k)\z). Eq. 46

The numerical algorithm 360 of FIG. 25 for solving Eq.
36 using the split-Bregman iteration scheme is also provided
in Algorithm 4 below.

The first step in the method 362 is to input the specified
tolerance TOL, in addition to the initial model in addition to
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the initial model u®® at step 362. The initial model u‘® may
be generated via applying ray approximation step 212 on the
input reflection and transmission data 210 as shown in FIG.
19.

At step 364, the parameters are initialized (e.g. the current
iteration value k is set at zero).

A step 366, the algorithm queries whether the current
iteration of the model has met the minimum value set by the
assigned tolerance TOL.

If the threshold value has not been met, the algorithm
solves Eq. 40 using the Gauss-Seidel equation (Eq. 43) at
step 368.

At step 370, Eq. 21 is then solved using generalized
shrinkage (Eq. 44 and Eq. 45).

Next, the intermediate variable b, is updated according to
b, @ b=h BV u®_g Fy at step 372.

The intermediate variable b,_ is then updated according to
b, "= O (V u*H_g Ey at step 374.

The current iteration value is then updated at step 376, and
the routine returns to step 306. If the threshold is met, the
algorithm ends and outputs u™® at step 378. If not, Algorithm
4 continues to iterate.

©

Algorithm 4: Split-Bregman iteration

Input: u® , TOL
Outpur: u®

1: Initlalize k=0, g,
2: while { | u® - u® > TOL } do

3: Solve Eq. (40) according to Eq. (43);

4: Solve Eq. (41) according to Eq. (44), (45) and (46);
bl

6

7

O_g®©_, O, O,

© Update b,&*D = b ® 4 (VulttD _ g 41 -
¢ Update b,®D = b,® 4 (vulrh) _ g tvlyy

1 Next iteration: k <~ k + 1 ;

Two groups of numerical examples were generated to
validate the feasibility and improvement of our ultrasound
waveform tomography with the spatially-variant modified
total-variation regularization. Tomographic reconstructions
were generated using a globally constant regularization
parameter for comparison, and it was demonstrated that
algorithm of the present invention resulted in improved
resolution.

Synthetic-aperture ultrasound data from two parallel
transducer arrays (e.g. similar to scanner 12 of FIG. 5) to test
the capability of ultrasound waveform tomography with the
spatially-variant modified TV regularization scheme for
reconstructing the sound speeds of breast tumors. The result
was also compared with that obtained using the modified TV
regularization with a constant regularization parameter.
Each transducer array comprised 384 evenly distributed
transducer elements, with a pitch size of 0.55 mm. The two
transducer arrays were separated by 20 cm. The ultrasound
source function used was a Ricker wavelet with a central
frequency of 1.0 MHz.

We use a numerical breast phantom, as shown in FIG.
26A and FIG. 26B, to test our new ultrasound waveform
tomography method. The size of the phantom is 200x220
mm, which is discretized into a 2000x2200 grid with a grid
size of 0.1x0.1 mm. The background sound speed is 1500
m/s. The two circular regions with different sound speeds
simulate small breast tumors. Their sound speeds are 1530
m/s and 1550 m/s, and their diameters are 2.0 mm and 10.0
mm, respectively. These diameters represent approximately
1.3 wavelengths and 6.6 wavelengths. To better visualize the
tumors, we enlarge the central portion of the phantom in
FIG. 26B.
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We perform ultrasound waveform tomography using the
modified TV regularization with a constant regularization
parameter and using the spatially-variant modified TV regu-
larization. The stopping criterion for tomography inversion
is either the L,-norm of the gradient is less than 10~ or the
maximum number of iterations (200) is reached.

Selecting the global regularization parameter according to
the reconstruction of the large tumor, we obtain the tomo-
graphic reconstruction result shown in FIG. 27A. We notice
that the large tumor is reasonably well reconstructed, but the
small tumor is not. The sound speed of the small tumor is
obviously smaller than its true value. This is because the
global regularization parameter is definitely too large for a
good reconstruction of the small tumor. On the other hand,
if we reduce the global regularization parameter and make it
suitable for the tomographic reconstruction of the small
tumor, we obtain the result in FIG. 27B. In this situation, the
small tumor is very well reconstructed, but the large tumor
is poorly reconstructed, leading to those strong artifacts in
the upper and lower parts of the large tumor.

We applied the ultrasound waveform tomography with
spatially-variant modified TV regularization for the same
data, and obtain the reconstruction result in FIG. 26B.
Comparing FIG. 27A with 27B, we see that both large and
small tumors are well reconstructed. Not only are the edges
very well preserved, but also the unwanted artifacts almost
completely eliminated. Our new algorithm accurately recon-
structs the shapes and locations of both large and small
tumors, which are difficult to be obtained using a constant
regularization parameter.

To better show the sound speed quantitatively, we plot the
vertical and horizontal profiles for FIG. 27A, FIG. 27B and
FIG. 27C at three different locations: two at the vertical
position of 111 mm and 120 mm, and one at the horizontal
position of 107 mm. We notice that the global regularization
either yields an over-regularized reconstruction, as seen in
FIG. 28A through FIG. 28C or an under-regularized recon-
struction, as in FIG. 29A through FIG. 29C. The sound
speeds of the tumors lie below their true values. Specifically,
for the smaller breast tumor in the over-regularization situ-
ation, the reconstruction results in a sound-speed value of
1520 m/s, while the true value is 1530 m/s. For comparison,
the reconstructed sound-speed of spatially-variant regular-
ization yields a value that is almost the same to the true
value, 1530 m/s. The similar reconstruction accuracy is also
true for the results of the large tumor. Therefore, our
ultrasound waveform tomography with the spatially-variant
modified TV regularization produces a more accurate value
of the sound speed than that with the modified TV regular-
ization using a constant regularization parameter.

In the next example, we place the small tumor below the
large tumor as shown in FIG. 31A and FIG. 31B. This
phantom represents a different challenge for ultrasound
waveform tomography. The sizes and sound-speeds of both
large and small tumors are the same as in the previous
example.

Again we compare the results of our new ultrasound
waveform tomography with spatially-variant modified TV
regularization with those obtained using ultrasound wave-
form tomography with the modified TV regularization. FIG.
32A through FIG. 32C illustrates three different reconstruc-
tions: two with global regularization and one with spatially-
variant regularization. We see that the global regularization
degrades the tomographic reconstruction of one or the other
tumor because of the over or under-regularization problems.
The spatially-variant regularization produces the best tomo-
graphic reconstruction among the three.
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We also plotted in FIG. 33A through FIG. 33C and FIG.
34A through FIG. 32C the three profiles to quantitatively
evaluate the reconstructions, including two horizontal pro-
files through the center of the two tumors and one vertical
profile. From these profiles, we see that the global regular-
ization not only yields inaccurate sound-speeds, but also
degrades the edges of the tumors. By contrast, our new
method consistently produces accurate tomographic recon-
structions of sound speeds and the shapes of both large and
small tumors.

Synthetic-aperture ultrasound data from two parallel
phased transducer arrays were also used to study the capa-
bility of ultrasound waveform tomography with the edge-
guided modified TV regularization scheme for reconstruct-
ing the sound speeds and shapes of small breast tumors. We
compare the results with that obtained using the regular
modified TV regularization. The geometry of synthetic-
aperture ultrasound tomography system with two parallel
phased transducer arrays is schematically illustrated in FIG.
5.

We used two numerical breast phantoms as shown in FIG.
36A and FIG. 36B to test the ultrasound waveform tomog-
raphy method. The size of the phantom is 200x211 mm,
which is discretized into a 2000x2110 grid with a cell size
is 0.1x0.1 mm. The background sound speed is 1500 m/s.
The sound speed of the tumor in both phantoms is 1565 m/s.
The diameter of the first tumor in FIG. 36A is 6 mm, which
is approximately four wavelengths of ultrasound. The diam-
eter of the second tumor in FIG. 36C is 1.5 mm, or
approximately one wavelength. To better visualize the
tumor, we enlarge the central portions of the phantoms and
display them in FIG. 36B and FIG. 36D

We first compare the reconstruction results of the 6 mm
tumor. FIG. 37A through FIG. 37C shows ultrasound wave-
form tomography results obtained using simulated ultra-
sound transmission and reflection data. The tomographic
reconstruction with the regular modified TV regularization
in FIG. 37A shows the tumor is reasonably well recon-
structed. However, most parts of the edge of the tumor are
actually not well reconstructed to some extent, resulting in
unnecessary artifacts and the change of the tumor shape. To
better visualize the reconstruction artifacts, we plot in FIG.
37B the difference between the true phantom and the tomo-
graphic reconstruction. The major differences occur are
around the edge of the tumor.

We applied the ultrasound waveform tomography with the
edge-guided modified TV regularization to the same data,
and obtain the tomographic reconstruction result in FIG.
37C. Comparing FIG. 37C with FIG. 37A, we see that not
only the edge of the tumor along all directions is very well
preserved in FIG. 37C, but also the size and shape of the
reconstruction result are much closer to the true ones. The
reconstruction difference from the true phantom is plotted in
FIG. 37D, showing that most information of the tumor
including the edge are well reconstructed using the edge-
guided modified TV regularization. To better visualize the
quantitative sound-speed values, we plot profiles in FIG.
38A through FIG. 38F for FIG. 36A and FIG. 36C at three
different locations: one at the vertical position of 114 mm
(FIG. 38A and FIG. 38D), one at the horizontal position of
108 mm (FIG. 38B and FIG. 38E), and one at the top-right
tangent line (FIG. 38C and FIG. 38F). The sound speeds of
the reconstructed tumors obtained using both regularization
techniques are very close to the true value along the hori-
zontal and vertical directions. However, the reconstructed
sound-speed value along the diagonal direction obtained
using the regular modified TV regularization is smaller than
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the true value. By contrast, the reconstructed sound-speed
values along all profiles obtained using the edge-guided
modified TV regularization are all very close to the true
value.

Similarly, we provide the reconstruction results for the 1.5
mm tumor. FIG. 39A through FIG. 39D shows the recon-
struction results obtained using ultrasound waveform
tomography with the regular modified TV regularization and
the edge-guided modified TV regularization. FIG. 40A
through FIG. 40F displays the profiles of FIG. 39A through
FIG. 39D for quantitative comparison. Again, this numerical
example demonstrates that ultrasound waveform tomogra-
phy with the edge-guided modified TV regularization not
only well preserves the edge of a very small tumor along all
directions, but also accurately reconstructs the sound speed
of the small tumor.

Next, we studied the capability of our ultrasound wave-
form tomography with the edge-guided modified total-varia-
tion regularization for imaging spiculated tumors. We built
anumerical breast phantom containing a spiculated tumor as
shown in FIG. 41A and FIG. 41B, where FIG. 41A is the
whole phantom and FIG. 41B is the central part of the
phantom. The diameter of the tumor is 6 mm, and the
maximum distance between the ends of the spiculated
features is 12 mm. The sound speed of the tumor is 1545 m/s
and the background sound speed is 1500 m/s.

We generated ultrasound reflection and transmission data
using a finite-difference time-domain wave-equation scheme
for the phantom scanned using the synthetic-aperture ultra-
sound system in FIG. 5. We apply ultrasound waveform
tomography with the regular modified TV regularization and
with the edge-guided modified TV regularization to the data
to perform tomographic reconstructions, and show the
results in FIG. 42A through FIG. 42D. FIG. 42A is the
tomographic reconstruction image obtained using the regu-
lar modified TV regularization, and FIG. 42B depicts the
difference between the reconstruction image in FIG. 42A
and the true numerical phantom. The main difference or
reconstruction error occurs along the edges of the tumor’s
spiculated features. By contrast, our ultrasound waveform
tomography with the edge-guided modified TV regulariza-
tion produces an improved reconstruction image in FIG.
42C, and its difference from the true numerical phantom
shown in FIG. 42D is much smaller than that in FI1G. 42B.

We plot in FIG. 43A through FIG. 43F three different
profiles for the reconstruction images in FIG. 42A through
FIG. 42D: one across the center of the tumor horizontally,
one along the center of the tumor vertically, and one close
to the right boundary of the tumor vertically. The differences
of these profiles are most located along the spiculated
features and tumor edges. Ultrasound waveform tomogra-
phy with the edge-guided modified TV regularization gives
more accurate reconstructions of the sound speed and edges
of the tumor along all these three profiles than those obtained
using ultrasound waveform tomography with the modified
TV regularization.

From the discussion above it will be appreciated that the
invention can be embodied in various ways, including the
following:

1. A synthetic aperture ultrasound tomography imaging
method for imaging a tissue medium with one or more
ultrasound transducer arrays comprising a plurality of trans-
ducers, the method comprising: exciting a first transducer
with plurality of transducers to generate an ultrasound field
within the tissue medium; acquiring a transmission signal
and a reflection signal from a second transducer within the
one or more ultrasound transducer arrays; and generating an
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ultrasound waveform tomography image reconstruction;
wherein generating an ultrasound waveform tomography
image reconstruction is a function of computing an acoustic
wave property of the reflection and transmission signals by
calculating a minimum mean square difference between
observed and synthetic waveforms relating to the reflection
and transmission signals.

2. A method as recited in any of the preceding embodi-
ments, wherein a regularization function is applied to the
image reconstruction.

3. A method as recited in any of the preceding embodi-
ments, wherein the image reconstruction is a function of:

Em) = min {lld - fm)l3),

where ||d-f(m)|l,> comprises a misfit function, and d com-
prises data relating to the acquired reflection signal and
transmission signal.

4. A method as recited in any of the preceding embodi-
ments, further comprising applying a plurality of spatially-
variant parameters to two or more spatial regions within the
reconstruction.

5. A method as recited in any of the preceding embodi-
ments, wherein the spatially-variant parameters vary based
on a size of the one or more spatial regions.

6. A method as recited in any of the preceding embodi-
ments, further comprising: performing total-variation regu-
larization to generate sound-speed reconstructions of the
acquired reflection and transmission signals, and wherein
said total-variation regularization is a function of:

Elm) =min {ld - SimF +4,R(m;)

and

where ||d—f(m)|,,> comprises a misfit function, d comprises
data relating to the acquired reflection signal and transmis-
sion signals, A, is a positive regularization parameter, and
R(m,) is a spatially-variant regularization term.

7. A method as recited in any of the preceding embodi-
ments, wherein a gradient of the misfit function is obtained
using an adjoint state method.

8. A method as recited in any of the preceding embodi-
ments, wherein said spatially-variant regularization com-
prises a modified total-variation regularization comprising
two minimization equations:

. 2 k-1),2

m® = argmin |l = FOuE + ' Al -l
" _
i

. 2
u® = argmin [lm® —ull, + E AoVl .,
P -
;

and
where ||d-f(m)|,,> comprises a data misfit function, d com-
prises data relating to the acquired reflection signal and
transmission signals, where %, , and A, are both positive
regularization parameters, and v, is an auxiliary variable

9. A method as recited in any of the preceding embodi-
ments, wherein said step of applying a plurality of spatially-
variant parameters comprises: obtaining approximate loca-
tions of the two or more spatial regions; and applying the
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plurality of spatially-variant parameters to each of the
located two or more spatial regions.

10. A method as recited in any of the preceding embodi-
ments, further comprising using ray tomography migration
results to obtain the approximate locations of the two or
more spatial regions.

11. A method as recited in any of the preceding embodi-
ments, further comprising assigning a variable weighting
parameter to control an amount of regularization between
neighboring points.

12. A method as recited in any of the preceding embodi-
ments, wherein said step of assigning a variable weighting
parameter comprises: locating an edge of an abnormality
within the construction; assigning a first weight to points on
the edge; and assigning a second weight to points not on the
edge.

13. A method as recited in any of the preceding embodi-
ments, further comprising assigning a weight of zero to
points on the edge.

14. A method as recited in any of the preceding embodi-
ments: wherein the one or more transducers comprise source
transducers and receiving transducers; and wherein said step
of locating an edge comprises: computing forward propa-
gation wavefields from the source transducers and backward
propagation wavefields from the receiving transducers; and
cross-correlating the forward and backward wavefields.

15. A method as recited in any of the preceding embodi-
ments, further comprising: performing edge-guided regular-
ization to generate sound-speed reconstructions of the
acquired reflection and transmission signals, and wherein
said edge-guided total-variation regularization is a function
of:

Elm, u) =min {||d = FOIZ + Al — ull3 + AWV a3,

and where ||d-f(m),” comprises a data misfit function, d
comprises data relating to the acquired reflection signal and
transmission signal, where A, and A, are both positive
regularization parameters, u is an auxiliary vector, and w is
a weighting parameter.

16. A method as recited in any of the preceding embodi-
ments: wherein the plurality of transducers are configured
such that a first set of two or more transducers are positioned
at an opposing spaced-apart orientation from a second set of
two or more transducers such that the first set of two or more
transducers face the second set of two or more transducers;
wherein the first and second sets of two or more transducers
are positioned at spaced-apart locations so as to allow for the
tissue medium to be positioned in between the first and
second sets of two or more transducers; and wherein the
method further comprises: exciting a first transducer with
the first set of two or more transducers to generate an
ultrasound field within the tissue medium; and receiving a
transmission signal and a reflection signal from at least the
second set of two or more transducers.

17. A method as recited in any of the preceding embodi-
ments, further comprising receiving a reflection signal from
all transducers in the one or more arrays.

18. A method as recited in any of the preceding embodi-
ments, further comprising simultaneously receiving the
reflection and transmission signals from the second set of
two or more transducers.

19. A synthetic aperture ultrasound tomography imaging
system for imaging a tissue medium with one or more
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ultrasound transducer arrays comprising a plurality of trans-
ducers, the system comprising: a processor; and program-
ming executable on said processor and configured for:
exciting a first transducer with plurality of transducers to
generate an ultrasound field within the tissue medium;
receiving a transmission signal and a reflection signal from
a second transducer within the one or more ultrasound
transducer arrays; and generating an ultrasound waveform
tomography image reconstruction; wherein generating an
ultrasound waveform tomography image reconstruction is a
function of computing an acoustic wave property of the
reflection and transmission signals by calculating a mini-
mum mean square difference between observed and syn-
thetic waveforms relating to the reflection and transmission
signals.

20. A system as recited in any of the preceding embodi-
ments, wherein a regularization function is applied to the
image reconstruction.

21. A system as recited in any of the preceding embodi-
ments, wherein the image reconstruction is a function of:

Efm) = min {4 - fom)),

where ||d—f(m)|,,> comprises a misfit function, and d com-
prises data relating to the acquired reflection signal and
transmission signal.

22. A synthetic aperture ultrasound tomography imaging
system as recited in any of the preceding embodiments,
wherein said programming is further configured for applying
a plurality of spatially-variant parameters to two or more
spatial regions within the reconstruction.

23. A system as recited in any of the preceding embodi-
ments, wherein the spatially-variant parameters vary based
on a size of the one or more spatial regions.

24. A system as recited in any of the preceding embodi-
ments: wherein said programming is further configured for
performing spatially-variant regularization to generate
sound-speed reconstructions of the acquired reflection and
transmission signals, and wherein said spatially-variant
regularization is a function of:

E(m) = min {Id - fm)l3 +2,Rom;)

and where ||d—f(m)||,> comprises a data misfit function, d
comprises data relating to the acquired reflection signal and
transmission signal, A, is a positive regularization parameter,
and R(m,) is a spatially-variant regularization term.

25. A system as recited in any of the preceding embodi-
ments, wherein said programming is further configured to
obtain a gradient of the misfit function using an adjoint state
system.

26. A system as recited in any of the preceding embodi-
ments, wherein said total-variation regularization comprises
a modified total-variation regularization that is a function of:

E(m, u) = min {d = 3 + Al = ullf + 251V al ),

and where [|d-f(m)|,,> comprises a misfit function, d com-
prises data relating to the acquired reflection signal and
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transmission signal, where A, and A, are both positive
regularization parameters, and u is an auxiliary variable.

27. A system as recited in any of the preceding embodi-
ments, wherein said step of applying a plurality of spatially-
variant parameters comprises: obtaining approximate loca-
tions of the two or more spatial regions; and applying the
plurality of spatially-variant parameters to each of the
located two or more spatial regions.

28. A system as recited in any of the preceding embodi-
ments, wherein said programming is further configured to
use ray tomography migration results to obtain the approxi-
mate locations of the two or more spatial regions.

29. A system as recited in any of the preceding embodi-
ments, wherein said programming is further configured for
assigning a variable weighting parameter to control an
amount of regularization between neighboring points.

30. A system as recited in any of the preceding embodi-
ments, wherein said step of assigning a variable weighting
parameter comprises: locating an edge of an abnormality
within the construction; assigning a first weight to points on
the edge; and assigning a second weight to points not on the
edge.

31. A system as recited in any of the preceding embodi-
ments, wherein said programming is further configured for
assigning a weight of zero to points on the edge.

32. A system as recited in any of the preceding embodi-
ments: wherein the one or more transducers comprise source
transducers and receiving transducers; and

wherein said step of locating an edge comprises: com-
puting forward propagation wavefields from the source
transducers and backward propagation wavefields from the
receiving transducers; and cross-correlating the forward and
backward wavefields.

33. A system as recited in any of the preceding embodi-
ments: wherein said programming is further configured to
perform edge-guided regularization to generate sound-speed
reconstructions of the acquired reflection and transmission
signals, and wherein said edge-guided regularization is a
fanction of:

E(n, w) = min_ {|d = L5+ Agllm — ull3 + AallwV adl )

and where [|d-f(m)||,> comprises a data misfit function, d
comprises data relating to the acquired reflection signal and
transmission signal, where A&, and A, are both positive
regularization parameters, u is an auxiliary vector, and w is
a weighting parameter.

34. A synthetic aperture ultrasound tomography imaging
system as recited in any of the preceding embodiments:
wherein the plurality of transducers are configured such that
a first set of two or more transducers are positioned at an
opposing spaced-apart orientation from a second set of two
or more transducers such that the first set of two or more
transducers face the second set of two or more transducers;
wherein the first and second sets of two or more transducers
are positioned at spaced-apart locations so as to allow for the
tissue medium to be positioned in between the first and
second sets of two or more transducers; and wherein said
programming is further configured for: exciting a first trans-
ducer with the first set of two or more transducers to
generate an ultrasound field within the tissue medium; and
receiving a transmission signal and a reflection signal from
at least the second set of two or more transducers.
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35. A system as recited in any of the preceding embodi-
ments, wherein said programming is further configured for
receiving a reflection signal from all transducers in the one
Or more arrays.

36. A system as recited in any of the preceding embodi-
ments, wherein said programming is further configured for
simultaneously receiving the reflection and transmission
signals from the second set of two or more transducers.

37. A synthetic aperture ultrasound tomography imaging
system for imaging a tissue medium, the system comprising:
one or more ultrasound transducer arrays; said one or more
ultrasound transducer arrays comprising a plurality of trans-
ducers; a processor; and programming executable on said
processor and configured for: exciting a first transducer with
plurality of transducers to generate an ultrasound field
within the tissue medium; receiving a transmission signal
and a reflection signal from a second transducer within the
one or more ultrasound transducer arrays; and generating an
ultrasound waveform tomography image reconstruction;
wherein generating an ultrasound waveform tomography
image reconstruction is a function of computing an acoustic
wave property of the reflection and transmission signals by
calculating a minimum mean square difference between
observed and synthetic waveforms relating to the reflection
and transmission signals.

38. A system as recited in any of the preceding embodi-
ments: wherein the plurality of transducers are configured
such that a first set of two or more transducers are positioned
at an opposing spaced-apart orientation from a second set of
two or more transducers such that the first set of two or more
transducers face the second set of two or more transducers;
and wherein the first and second sets of two or more
transducers are positioned at spaced-apart locations so as to
allow for the tissue medium to be positioned in between the
first and second sets of two or more transducers.

Embodiments of the present invention may be described
with reference to flowchart illustrations of methods and
systems according to embodiments of the invention, and/or
algorithms, formulae, or other computational depictions,
which may also be implemented as computer program
products. In this regard, each block or step of a flowchart,
and combinations of blocks (and/or steps) in a flowchart,
algorithm, formula, or computational depiction can be
implemented by various means, such as hardware, firmware,
and/or software including one or more computer program
instructions embodied in computer-readable program code
logic. As will be appreciated, any such computer program
instructions may be loaded onto a computer, including
without limitation a general purpose computer or special
purpose computer, or other programmable processing appa-
ratus to produce a machine, such that the computer program
instructions which execute on the computer or other pro-
grammable processing apparatus create means for imple-
menting the functions specified in the block(s) of the flow-
chart(s).

Accordingly, blocks of the flowcharts, algorithms, formu-
lae, or computational depictions support combinations of
means for performing the specified functions, combinations
of steps for performing the specified functions, and com-
puter program instructions, such as embodied in computer-
readable program code logic means, for performing the
specified functions. It will also be understood that each
block of the flowchart illustrations, algorithms, formulae, or
computational ~depictions and combinations thereof
described herein, can be implemented by special purpose
hardware-based computer systems which perform the speci-
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fied functions or steps, or combinations of special purpose
hardware and computer-readable program code logic means.
Furthermore, these computer program instructions, such
as embodied in computer-readable program code logic, may
also be stored in a computer-readable memory that can direct
a computer or other programmable processing apparatus to
function in a particular manner, such that the instructions
stored in the computer-readable memory produce an article
of manufacture including instruction means which
implement the function specified in the block(s) of the
flowchart(s). The computer program instructions may also
be loaded onto a computer or other programmable process-
ing apparatus to cause a series of operational steps to be
performed on the computer or other programmable process-
ing apparatus to produce a computer-implemented process
such that the instructions which execute on the computer or
other programmable processing apparatus provide steps for
implementing the functions specified in the block(s) of the
flowchart(s), algorithm(s), formula(e), or computational
depiction(s).
Although the description herein contains many details,
these should not be construed as limiting the scope of the
disclosure but as merely providing illustrations of some of
the presently preferred embodiments. Therefore, it will be
appreciated that the scope of the disclosure fully encom-
passes other embodiments which may become obvious to
those skilled in the art.
In the claims, reference to an element in the singular is not
intended to mean “one and only one” unless explicitly so
stated, but rather “one or more.” All structural, chemical,
and functional equivalents to the elements of the disclosed
embodiments that are known to those of ordinary skill in the
art are expressly incorporated herein by reference and are
intended to be encompassed by the present claims. Further-
more, no element, component, or method step in the present
disclosure is intended to be dedicated to the public regard-
less of whether the element, component, or method step is
explicitly recited in the claims. No claim element herein is
to be construed as a “means plus function” element unless
the element is expressly recited using the phrase “means
for”. No claim element herein is to be construed as a “step
plus function” element unless the element is expressly
recited using the phrase “step for”.
What is claimed is:
1. A synthetic aperture ultrasound tomography imaging
method for imaging a tissue medium utilizing a synthetic-
aperture ultrasound tomography system comprising two or
more ultrasound transducer arrays, the two or more ultra-
sound transducer arrays being spaced apart from each other,
the two or more ultrasound transducer arrays comprising a
plurality of transducers, the method comprising:
exciting a first transducer of the plurality of transducers to
generate an ultrasound field within the tissue medium;

receiving a transmission signal and a reflection signal at
a second transducer of the one or more ultrasound
transducer arrays; and

generating an ultrasound waveform tomography image

reconstruction, the generating the ultrasound waveform

tomography image reconstruction comprising:

applying a regularization function;

applying a plurality of spatially-variant parameters to
two or more spatial regions within the ultrasound
waveform tomography image reconstruction; and

performing spatially-variant regularization as the regu-
larization function to generate sound-speed recon-
structions of the acquired reflection and transmission
signals,
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wherein generating an ultrasound waveform tomography
image reconstruction is a function of computing an
acoustic wave property of the reflection and transmis-
sion signals by calculating a minimum mean square
difference between observed and synthetic waveforms,

wherein the synthetic waveform is generated from simu-
lated ultrasound transmission and reflection data,

wherein the observed waveform is calculated using the
reflection and transmission signals, and

wherein the image reconstruction is a function of:

Em) = min {|ld - fon)l5 + X Rim)}

where ||d-f(m)|,> comprises a misfit function, d com-
prises data relating to the acquired reflection signal and
transmission signal, A; is a positive regularization
parameter, and R(m,) is a spatially-variant regulariza-
tion term.

2. A method as recited in claim 1, wherein the spatially-
variant parameters vary based on a size of the one or more
spatial regions.

3. A method as recited in claim 1, wherein a gradient of
the misfit function is obtained using an adjoint state method.

4. A method as recited in claim 1, wherein said spatially-
variant regularization comprises a modified total-variation
regularization comprising two minimization equations:

. k=12
m) = argmin I = FomE + ) Al - ul .
m _
i

. 2
u® = argmin pn® — o]; + g il Vaillys
u -
i

and
where |d-f(m)|,> comprises a data misfit function, d
comprises data relating to the acquired reflection signal
and transmission signals, where A, and A, are both
positive regularization parameters, and u; is an auxil-
iary variable.

5. A method as recited in claim 4, wherein said step of
applying a plurality of spatially-variant parameters com-
prises:

obtaining approximate locations of the two or more

spatial regions; and

applying the plurality of spatially-variant parameters to

each of the located two or more spatial regions.

6. A method as recited in claim 5, further comprising
using ray tomography migration results to obtain the
approximate locations of the two or more spatial regions.

7. A synthetic aperture ultrasound tomography imaging
system for imaging a tissue medium, the system comprising:

two or more ultrasound transducer arrays, the two or more

ultrasound transducer arrays being spaced apart from
each other, the two or more ultrasound transducer
arrays comprising a plurality of transducers;

a processor; and

programming executable on said processor and config-

ured for:

exciting a first transducer of the plurality of transducers
to generate an ultrasound field within the tissue
medium;
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receiving a transmission signal and a reflection signal at
a second transducer of the one or more ultrasound
transducer arrays; and
generating an ultrasound waveform tomography image
reconstruction, the generating the ultrasound wave-
form tomography image reconstruction comprising:
applying a regularization function;
applying a plurality of spatially-variant parameters
to two or more spatial regions within the ultra-
sound waveform tomography image reconstruc-
tion; and
performing a spatially-variant regularization to gen-
erate sound-speed reconstructions of the acquired
reflection and transmission signals,
wherein generating an ultrasound waveform tomography
image reconstruction is a function of computing an
acoustic wave property of the reflection and transmis-
sion signals by calculating a minimum mean square
difference between observed and synthetic waveforms,
wherein the synthetic waveform is generated from simu-
lated ultrasound transmission and reflection data,
wherein the observed waveform is calculated using the
reflection and transmission signals, and
wherein the image reconstruction is a function of:

Em)=min {Id - fimll3 + A Rim)}

where ||d—f(m)|,> comprises a misfit function, d com-
prises data relating to the acquired reflection signal and
transmission signal, A; is a positive regularization
parameter, and R(m,) is a spatially-variant regulariza-
tion term.

8. A system as recited in claim 7, wherein the spatially-
variant parameters vary based on a size of the one or more
spatial regions.

9. A system as recited in claim 7, wherein said program-
ming is further configured to obtain a gradient of the misfit
fanction using an adjoint state system.

10. A system as recited in claim 9, wherein said spatially-
variant regularization comprises a modified total-variation
regularization comprising two minimization equations:

. k—1),2
m®) = argrmin |t - FomE + 3 gl -,
m n
;

. 2
u® = argmin n® —ully + Y- A2V ully,
" _
i

and
where |[d-f(m)||,”> comprises a data misfit function, d
comprises data relating to the acquired reflection signal
and transmission signals, where A, , and A, , are both
positive regularization parameters, and u, is an auxil-
iary variable.
11. A synthetic aperture ultrasound tomography imaging
system for imaging a tissue medium, the system comprising:
one or more ultrasound transducer arrays;
said one or more ultrasound transducer arrays comprising
a plurality of transducers;
a processor; and
programming executable on said processor and config-
ured for:
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exciting a first transducer of the plurality of transducers
to generate an ultrasound field within the tissue
medium;
receiving a transmission signal and a reflection signal at
a second transducer of the plurality of transducers of
the one or more ultrasound transducer arrays; and
generating an ultrasound waveform tomography image
reconstruction, the generating the ultrasound wave-
form tomography image reconstruction comprising:
applying a regularization function;
applying a plurality of spatially-variant parameters
to two or more spatial regions within the ultra-
sound waveform tomography image reconstruc-
tion; and
performing a spatially-variant regularization to gen-
erate sound-speed reconstructions of the acquired
reflection and transmission signals,
wherein generating an ultrasound waveform tomography
image reconstruction is a function of computing an
acoustic wave property of the reflection and transmis-
sion signals by calculating a minimum mean square
difference between observed and synthetic waveforms,
wherein the synthetic waveform is generated from simu-
lated ultrasound transmission and reflection data, and
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wherein the observed waveform is calculated using the
reflection and transmission signals, and
wherein the image reconstruction is a function of:

Efm) =min {ld - fim)l3 + A, Rm)

where |[d-f(m)|,> comprises a misfit function, d com-
prises data relating to the acquired reflection signal and
transmission signal, A, is a positive regularization
parameter, and R(m,) is a spatially-variant regulariza-
tion term.

12. A system as recited in claim 11:

wherein the plurality of transducers are configured such
that a first set of two or more transducers are positioned
at an opposing spaced-apart orientation from a second
set of two or more transducers such that the first set of
two or more transducers face the second set of two or
more transducers; and

wherein the first and second sets of two or more trans-
ducers are positioned at spaced-apart locations so as to
allow for the tissue medium to be positioned in between
the first and second sets of two or more transducers.
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