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ULTRASOUND SYSTEM AND METHOD FOR
CALCULATING QUALITY-OF-FIT

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a Continuation-In-Part of U.S.
patent application Ser. No. 12/878,423, entitled “ULTRA-
SOUND IMAGING SYSTEM AND METHOD FOR DIS-
PLAYING A TARGET IMAGE?, filed 9 Sep. 2010, which is
herein incorporated by reference.

FIELD OF THE INVENTION

[0002] This disclosure relates generally to ultrasound
imaging and specifically to a system and method for fitting a
model to an image and calculating a quality-of-fit based on
the fit of the model to the image.

BACKGROUND OF THE INVENTION

[0003] Ultrasound examinations often include the acquisi-
tion of ultrasound data according to a specific protocol in
order to generate one or more standard views of an organ or
anatomical structure. The standard view may include either a
single image of the organ or anatomical structure, or the
standard view may include multiple images acquired over a
period of time and saved as a loop or dynamic image. Stan-
dard views are also typically used during cardiac imaging
procedures. However, depending on the protocol, it may take
considerable skill and time to put the probe in the correct
position and orientation to acquire images that are close to the
desired standard view. New or non-expert users may experi-
ence additional difficulty when trying to acquire images that
correspond to one or more standard views. As a result, par-
ticularly when the user is a non-expert, it may take a long time
to acquire images that correspond to the standard view. Addi-
tionally, since the non-expert user may not be able to consis-
tently acquire images of the standard view, results may vary
considerably both between patients and during follow-up
examinations with the same patient.

[0004] Conventional ultrasound systems do not provide a
convenient way for a user to determine if an image fits with a
standard view. Therefore, for at least the reasons described
hereinabove, there is a need for an improved method and
system for determining if an image fits with a standard view.

BRIEF DESCRIPTION OF THE INVENTION

[0005] The above-mentioned shortcomings, disadvantages
and problems are addressed herein which will be understood
by reading and understanding the following specification.
[0006] Inan embodiment, a method of ultrasound imaging
includes acquiring ultrasound data of an anatomical structure,
displaying an image generated from the ultrasound data, and
fitting a model to the image in real-time, the model compris-
ing a standard view of the anatomical structure. The method
includes calculating a quality-of-fit of the image to the model
in real-time, and displaying an indicator based on the quality-
of-fit of the image to the model.

[0007] In another embodiment, a method of ultrasound
imaging includes acquiring ultrasound data, and generating
an image from the ultrasound data, fitting a model to the
image, the model including a plurality of curves representing
a standard view. The method includes searching for edges in
the image, where the edges are within a specified distance
from the model. The method includes calculating a quality-
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of-fit of the image to the model based on the number of edges
found within the specified distance from the model at a num-
ber of curve points. The method includes displaying the
image, superimposing the model on the image, and display-
ing an indicator based on the quality-of-fit of the image to the
model.

[0008] Inanother embodiment, an ultrasound imaging sys-
tem includes a probe adapted to scan a volume of interest, a
display device, and a processor in electronic communication
with the probe and the display, wherein the processor is
configured to generate an image from ultrasound data of an
anatomical structure. The processor is configured to fit a
model to the image, the model including a standard view of
the anatomical structure. The processor is configured to cal-
culate a quality-of-fit of the image to the model. The proces-
sor is also configured to display an indicator on the display
device based on the quality-of-fit of the image to the model.
[0009] Various other features, objects, and advantages of
the invention will be made apparent to those skilled in the art
from the accompanying drawings and detailed description
thereof.

BRIEF DESCRIPTION OF THE DRAWINGS

[0010] FIG. 1 is a schematic diagram of an ultrasound
imaging system in accordance with an embodiment;

[0011] FIG. 2 is a schematic representation of hand-held
ultrasound imaging system in accordance with an embodi-
ment;

[0012] FIG. 3 is a flow chart illustrating a method in accor-
dance with an embodiment;

[0013] FIG. 4 is a schematic representation of a live image
and a target image in accordance with an embodiment;
[0014] FIG. 5 is a schematic representation of a target
image superimposed on a live image in accordance with an
embodiment;

[0015] FIG. 61is a flow chart illustrating a method in accor-
dance with an embodiment; and

[0016] FIG. 7 is a schematic representation of a model
superimposed on an image in accordance with an embodi-
ment.

DETAILED DESCRIPTION OF THE INVENTION

[0017] In the following detailed description, reference is
made to the accompanying drawings that form a part hereof;,
and in which is shown by way of illustration specific embodi-
ments that may be practiced. These embodiments are
described in sufficient detail to enable those skilled in the art
to practice the embodiments, and it is to be understood that
other embodiments may be utilized and that logical, mechani-
cal, electrical and other changes may be made without depart-
ing from the scope of the embodiments. The following
detailed description is, therefore, not to be taken as limiting
the scope of the invention.

[0018] FIG. 1 is a schematic diagram of an ultrasound
imaging system 100 in accordance with an embodiment. The
ultrasound imaging system 100 includes a transmitter 102
that transmits a signal to a transmit beamformer 103 which in
turn drives transducer elements 104 within a transducer array
106 to emit pulsed ultrasonic signals into a structure, such as
a patient (not shown). A probe 105 includes the transducer
array 106, the transducer elements 104 and probe/SAP elec-
tronics 107. The probe/SAP electronics 107 may be used to
control the switching of the transducer elements 104. The
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probe/SAP electronics 107 may also be used to group the
elements 104 into one or more sub-apertures. A variety of
geometries of transducer arrays may be used. The pulsed
ultrasonic signals are back-scattered from structures in the
body, like blood cells or muscular tissue, to produce echoes
that return to the transducer elements 104. The echoes are
converted into electrical signals, or ultrasound data, by the
transducer elements 104 and the electrical signals are
received by a receiver 108. For purposes of this disclosure, the
term ultrasound data may include data that was acquired
and/or processed by an ultrasound system. The electrical
signals representing the received echoes are passed through a
receive beam-former 110 that outputs ultrasound data. A user
interface 115 may be used to control operation of the ultra-
sound imaging system 100, including, to control the input of
patient data, to change a scanning or display parameter, and
the like.

[0019] The ultrasound imaging system 100 also includes a
processor 116 to process the ultrasound data and generate
frames or images for display on a display screen 118. The
processor 116 may be adapted to perform one or more pro-
cessing operations according to a plurality of selectable ultra-
sound modalities on the ultrasound data. Other embodiments
may use multiple processors to perform various processing
tasks. The processor 116 may also be adapted to control the
acquisition of ultrasound data with the probe 105. The ultra-
sound data may be processed in real-time during a scanning
session as the echo signals are received. For purposes of this
disclosure, the term “real-time” is defined to include a process
performed with no intentional lag or delay. An embodiment
may update the displayed ultrasound image at a rate of more
than 20 times per second. The images may be displayed as
part of a live image. For purposes of this disclosure, the term
“live image” is defined to include a dynamic image that
updates as additional frames of ultrasound data are acquired.
For example, ultrasound data may be acquired even as images
are being generated based on previously acquired data and
while a live image is being displayed. Then, according to an
embodiment, as additional ultrasound data are acquired, addi-
tional frames or images generated from more-recently
acquired ultrasound data are sequentially displayed. Addi-
tionally or alternatively, the ultrasound data may be stored
temporarily in a buffer (not shown) during a scanning session
and processed in less than real-time in a live or off-line opera-
tion. Some embodiments of the invention may include mul-
tiple processors (not shown) to handle the processing tasks.
For example, a first processor may be utilized to demodulate
and decimate the ultrasound signal while a second processor
may be used to further process the data prior to displaying an
image. It should be appreciated that other embodiments may
use a different arrangement of processors.

[0020] Still referring to FIG. 1, the ultrasound imaging
system 100 may continuously acquire ultrasound data at a
frame rate of, for example, 20 Hz to 150 Hz. However, other
embodiments may acquire ultrasound data at a different rate.
A memory 120 is included for storing processed frames of
acquired ultrasound data that are not scheduled to be dis-
played immediately. In an exemplary embodiment, the
memory 120 is of sufficient capacity to store at least several
seconds worth of frames of ultrasound data. The frames of
ultrasound data are stored in a manner to facilitate retrieval
thereof according to its order or time of acquisition. As
described hereinabove, the ultrasound data may be retrieved
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during the generation and display of a live image. The
memory 120 may comprise any known data storage medium.
[0021] Optionally, embodiments of the present invention
may be implemented utilizing contrast agents. Contrast imag-
ing generates enhanced images of anatomical structures and
blood flow in a body when using ultrasound contrast agents
including microbubbles. After acquiring ultrasound data
while using a contrast agent, the image analysis includes
separating harmonic and linear components, enhancing the
harmonic component and generating an ultrasound image by
utilizing the enhanced harmonic component. Separation of
harmonic components from the received signals is performed
using suitable filters. The use of contrast agents for ultrasound
imaging is well known by those skilled in the art and will
therefore not be described in further detail.

[0022] In various embodiments of the present invention,
ultrasound information may be processed by other or differ-
ent mode-related modules (e.g., B-mode, Color Doppler,
power Doppler, M-mode, spectral Doppler anatomical
M-mode, strain, strain rate, and the like) to form 2D or 3D
data sets of image frames and the like. For example, one or
more modules may generate B-mode, color Doppler, power
Doppler, M-mode, anatomical M-mode, strain, strain rate,
spectral Doppler image frames and combinations thereof, and
the like. The image frames are stored and timing information
indicating a time at which the image frame was acquired in
memory may be recorded with each image frame. The mod-
ules may include, for example, a scan conversion module to
perform scan conversion operations to convert the image
frames from Polar to Cartesian coordinates. A video proces-
sor module may be provided that reads the image frames from
a memory and displays the image frames in real time while a
procedure is being carried out on a patient. A video processor
module may store the image frames in an image memory,
from which the images are read and displayed. The ultra-
sound imaging system 100 shown may comprise a console
system, or a portable system, such as a hand-held or laptop-
style system.

[0023] FIG. 2 is a schematic representation of hand-held
ultrasound imaging system 200 in accordance with an
embodiment. The hand-held ultrasound imaging system 200
includes a probe 202, a housing 204, and a cable 206 con-
necting the probe 202 to the housing 204. The hand-held
ultrasound imaging system 200 includes a display screen 208
and a user interface 210. The display screen 208 of the exem-
plary hand-held ultrasound imaging system 200 may be used
to show many types of ultrasound images including a live
B-mode image 211. An indicator 213 is also displayed on the
display screen 208 according to an exemplary embodiment.
Additional information about the indicator 213 will be pro-
vided hereinafter. The display screen 208 is affixed to a fold-
ing portion 212 that is adapted to fold down on top of a main
housing portion 214 during the transportation or storage of
the hand-held ultrasound imaging system 200.

[0024] The user interface 210 of the hand-held ultrasound
imaging system 200 comprises a rotary wheel 216, a central
button 218, and a switch 220. The rotary wheel 216 may be
used in combination with the central button 218 and the
switch 220 to control imaging tasks performed by the hand-
held ultrasound imaging system. For example, according to
an embodiment, the rotary wheel 216 may be used to move
through a menu 222 shown on the display 208. The central
button 218 may be used to select a specific item within the
menu 222. Additionally, the rotary wheel 216 may be used to
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quickly adjust parameters such as gain and/or depth while
acquiring data with the probe 202. The switch 220 may be
used to optionally show a target image as will be discussed in
greater detail hereinafter. It should be appreciated by those
skilled in the art that other embodiments may include a user
interface including one or more different controls and/or the
rotary wheel 216, the central button 218, and the switch 220
may be utilized to perform different tasks. Other embodi-
ments may, for instance, include additional controls such as
additional buttons, a touch screen, voice-activated functions,
and additional controls located on the probe 202.

[0025] FIG. 3 is a flow chart illustrating a method 300 in
accordance with an embodiment. The individual blocks rep-
resent steps that may be performed in accordance with the
method 300. The technical effect of the method 300 is the
display of a target image while in the course of acquiring
ultrasound data.

[0026] According to an embodiment, the method 300 may
be performed with the hand-held ultrasound imaging system
200 shown in FIG. 2. The method 300 may also be performed
on other types ultrasound imaging system according to other
embodiments. Referring now to both FIG. 2 and FIG. 3, at
step 302 of the method 300, ultrasound data is acquired.
Acquiring ultrasound data comprises transmitting ultrasonic
sound waves from transducer elements in the probe 202 and
then receiving reflected ultrasonic sound waves back at the
transducer elements of the probe 202. For purposes of this
disclosure, the term, “acquiring ultrasound data” may include
acquiring enough data to generate one or more ultrasound
images.

[0027] Atstep 304, an image or frame is generated from the
ultrasound data acquired during step 302. According to an
embodiment, the image may comprise a B-mode image, but
other embodiments may generate additional types of images
including Color Doppler, power Doppler, M-mode, spectral
Doppler anatomical M-mode, strain, strain rate, and the like.
The generation of an ultrasound image from ultrasound data
is well known by those skilled in the art and, therefore, will
not be described in detail.

[0028] At step 306, the image generated at step 304 is
displayed on a display screen, such as the display screen 208
(shown in FIG. 2). At step 308, a user may actuate a switch. If
the switch is not actuated at step 308, the method 300
advances to step 310. At step 310, a processor determines if
the image should be refreshed. If arefreshed image is desired,
the method 300 returns to step 302 where additional ultra-
sound data is acquired. Steps 302, 304, and 306 may be
repeated many times while in the course of acquiring ultra-
sound data and displaying a live image. For example, during
the display of a live image, steps 302, 304 and 306 may be
repeated 100 or more times per minute. It should be appreci-
ated by those skilled in the art that each time the method 300
cycles through steps 302, 304, and 306, the image displayed
at step 306 is generated from ultrasound data acquired during
amore recent time interval. According to other embodiments,
the processes performed at steps 302, 304, and 306 may
overlap. For example, while the processor 116 (shown in FIG.
1) is generating an image at step 304 based on previously
acquired ultrasound data, the processor 116 may be control-
ling the acquisition of additional ultrasound data. Likewise,
while the processor 116 is displaying the live image generated
during step 304, the processor 116 may also be actively con-
trolling the acquisition of additional ultrasound data. Accord-
ing to one embodiment, the acquisition of ultrasound data
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may occur more or less constantly while images are generated
and displayed based on previously acquired ultrasound data.
If a refreshed image is not desired at step 310, the method 300
ends.

[0029] Referring to step 308 in FIG. 3, if, according to an
embodiment, the switch is actuated at step 308, the method
advances to step 314 and a target image is displayed. The
target image will be described in detail hereinafter. According
to an embodiment, the switch may be the switch 220 (shown
in FIG. 2). It should be appreciated that other embodiments
may use a different type of user interface to control the display
of the target image, including, but not limited to, buttons or
switches located on an ultrasound console, buttons or
switches located on the housing 204 (shown in FIG. 2), and a
touch-screen. The actuation of the switch at step 308 sends an
instruction to a processor, such as the processor 116 (shownin
FIG. 1), to display a target image.

[0030] FIG. 4 shows schematic representation of both alive
image 400 and a target image 402 in accordance with an
embodiment. According to the embodiment shown in FIG. 4,
the live image 400 shows a B-mode parasternal long-axis
view of a patient’s heart. The live image 400 is updated
approximately 60 times per second according to an embodi-
ment. Since it is updated so frequently, the live image 400
shows an almost real-time view of the ultrasound data being
acquired by the ultrasound imaging system. It should be
appreciated that the live image 400 may comprise anatomical
structures other than a heart and that the view may be different
according to additional embodiments.

[0031] The target image 402 comprises a standard view of
the anatomical structure for which ultrasound images are
desired. According to the embodiment shown in FIG. 4, the
target image 402 comprises a parasternal long-axis view of a
heart. It should be appreciated that the target image 402 is just
one example of a standard view and that target images may
comprise different anatomical structures and/or different
standard views according to other embodiments. For
example, the target images of other embodiments may com-
prise additional standard views of the heart, including a
4-chamber view, an apical long-axis view, and a 2-chamber
view. Still other embodiments may include target images for
anatomical structures other than the heart. The target image
may include a gray scale image, such as a standard B-mode
image, a Color Doppler image, or a Doppler image according
to an embodiment. According to an embodiment where the
target image comprises a Doppler image, the target image
may be an exemplary Doppler waveform. Additionally, the
target image may have the look and feel of a single frame of
the live image according to some embodiments, or the target
image may be a schematic representation of an image such as
the target image 402. According to yet other embodiments,
the target image may be either a static image or a dynamic
image. As is well known by those skilled in the art, a static
image does not change over time while a dynamic image
includes multiple image frames, and, as such, may be used to
demonstrate motion over a period of time. For example, a
dynamic target image may be used to model the way the heart
valves should move in a standard view. According to an
embodiment, the target image 402 may also include an anno-
tation 404. The annotation 404 labels the septum in target
image 402. Annotations may be used to label other structures
on a target image according to additional embodiments.
[0032] According to an embodiment, the processor 116
(shown in FIG. 1) may adjust one or more parameters of the
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target image 402 so that the live image 400 and the target
image 402 are similar with respect to the one or more param-
eters. For example, it may be easier for a user to compare the
live image 400 to the target image 402 if the parameter set-
tings are generally similar between the live image 400 and
target image 402. For example, the processor 116 may per-
form one or more image processing operations on the target
image 402 to make it look more similar to the live image 400.
These image-processing operations may include deforming
the target image through various types of elastic deforma-
tions.

[0033] Referring to FIGS. 3 and 4, at step 316, the user
releases the switch 220 (shown in FIG. 2). Then, at step 318,
the live image 400 is displayed in response to the user releas-
ing the switch 220. According to an embodiment, the display
screen shows just the live image 400 when the user releases
the switch 220. In other words, the target image 402 is only
displayed when the user is actively pressing the switch 220.
Other methods of switching between the live image 400 and
the target image 402 may be used in other embodiments. For
example, the user may press a button to switch from the live
image 400 to the target image 402. The user may then press
the same button a second time to switch back from the target
image 402 to the live image 400. Different buttons or switches
may be used to control the transition from the live image 400
to the target image 402 and the transition from the target
image 402 to the live image 400 according to other embodi-
ments. According to an embodiment, the target image 402
may be displayed in course of acquiring ultrasound data. For
purposes of this disclosure, the term, “in the course of acquir-
ing ultrasound data” includes the period of time during which
ultrasound data is acquired to generate a plurality of images
that are components of a live image. The term, “in the course
of acquiring ultrasound data” may include both times where
the ultrasound data is actively being acquired and times in-
between the periods of active ultrasound data acquisition.

[0034] According to another embodiment, ultrasound data
may be acquired during the time while the target image is
displayed. Likewise, the processor 116 (shown in FIG. 1) may
continue to generate refreshed images for the live image
during the time while the target image is displayed. This way,
the live image that is displayed represents an image generated
from recently acquired ultrasound data, even during the time
just after displaying the target image.

[0035] According to another embodiment, the method 300
may be modified so that both the live image and the target
image are displayed at generally the same time. For example,
FIG. 5 shows a schematic representation of a live image 502
with a target image 504 superimposed on top of the live image
502 in accordance with an embodiment. The live image 502
shows a B-mode parasternal short-axis view of a patient’s
heart. A target image 504 is superimposed on top of the live
image 502. The target image 504 shows the relative orienta-
tion and positioning of the anatomy that would be typical for
a parasternal short-axis view of the heart. The method 300
may be modified so that the target image is superimposed on
top of the live image at step 314. Therefore, through the
activation of a switch, the processor 116 (shown in FIG. 1)
may selectively display either the target image 504 superim-
posed on the live image 502 or just the live image 502. It
should be appreciated that the live image 502 is dynamic and
being refreshed at a certain rate even while target image 504
is superimposed on the live image 502 according to an
embodiment.
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[0036] Referring back to FIG. 3 and FIG. 4, at step 320, the
live image 400 is compared to the target image 402. It should
be appreciated that the user may toggle back-and-forth
between the live image 400 and the target image 402 multiple
times in order to compare the live image 400 to the target
image 402. The user may be trying to acquire data that results
in an image that closely matches the standard view shown in
the target image 402. Therefore, by adjusting one or more
acquisition parameters and comparing the resulting live
image 400 to the target image 402, the user may ultimately
end up with a live image that closely matches the target image.
One advantage of this embodiment is that it allows the user to
iteratively adjust an acquisition parameter and compare the
resulting live image 400 to the target image 402 multiple
times in order to achieve a close match between the live image
400 and the target image 402. According to an exemplary
embodiment, the user may use the target image 402 to adjust
the acquisition parameter of probe position. As a result of
comparing the live image 400 to the target image 402, the user
is able to adjust the position of the probe in order to generate
and display images that are consistent with a standard view of
an anatomical structure according to a particular protocol that
is represented in the target image 402.

[0037] According to other embodiments, the processor 116
(shown in FIG. 1) may automatically compare the live image
400 to the target image 402. The processor 116 may apply
contouring to the live image 400 based on grey level thresh-
olding in order to more easily make the comparison between
the live image 400 and the target image 402. The processor
116 may, for example, make a determination of how closely
the live image 400 matches the target image 402 based on a
level of correlation between contours fitted to one or more
frames of the live image 400 and the target image 402. The
processor 116 may than display an indicator, such as the
indicator 213 (shown in FIG. 2), on the display screen 208.
The indicator 213 may comprise a status light. The status light
may be green at times when the live image 400 closely
matches the target image 402. The status light may be red at
times when the live image 400 is significantly different from
the target image 402. The status light may be yellow at times
when the live image 400 correlates with the target image at a
level in between the thresholds for the green light and the red
light. Therefore, by observing status light, the user may be
able to determine if the live image is approximately correct
when attempting to acquire ultrasound data in order to gen-
erate an image showing a standard view.

[0038] According to an embodiment, the processor 116
(shown in FIG. 1) may calculate changes needed from the
current probe position in order to position the probe in a new
position that would result in the acquisition of additional
ultrasound data that may be used to generate an image that
more closely matches the target image. According to an
embodiment, the instructions may include translating the
probe in a given direction to a new location, changing the
angle of inclination of the probe with respect to the patient’s
body, and rotating the probe in either a clockwise or counter-
clockwise direction. The processor 116 may convey these
instructions either as text on the display screen 208 (shown in
FIG. 2) or as a series of verbal commands emitted through a
speaker (not shown).

[0039] Referring to FIG. 3, according to other embodi-
ments, the step 314 may be replaced with a step that involves
the displaying of a dynamic target image. For the purposes of
this disclosure, the term “dynamic target image” is defined to
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include a series of target images that are displayed in succes-
sion. Each of the target images that are part of the dynamic
target image shows the anatomical structure at a different
time. According to an embodiment, the dynamic target image
may be used to show motion of an anatomical structure, such
as the heart, from a standard view.

[0040] There are multiple ways that the user may use the
dynamic image. According to one embodiment, the user may
record or store a loop of images from the live image to create
a dynamic image and then compare the dynamic image to a
dynamic target image. The user may toggle between the
stored loop of images and the dynamic target image multiple
times to determine whether or not any corrections need to be
made to the positioning of the probe in order to acquire a data
that is closer to the standard view. The user may also directly
compare the dynamic image to the live image. One advantage
of this embodiment is that the user may make changes to the
probe position in between checking the dynamic target image
and see the effects of the change in almost real-time. Accord-
ing to yet another embodiment, the user may compare the live
image to the dynamic target image on a frame-by-frame basis.
That is, the user may compare a single frame from the live
image to a single frame from the dynamic target image.
According to an embodiment, the processor 116 (shown in
FIG. 1) may use an image processing technique such as image
matching in order to identify which image or images from the
dynamic target image correspond to the current phase of the
anatomical structure shown in the live image.

[0041] Referring back to FIG. 3, at step 322 the user deter-
mines if the live image is close enough to the target image. If
the live image is close enough to the target image, then the
method 300 ends. If the live image is not close enough to the
target image, then the method 300 proceeds to step 326.
[0042] Referringto FIG. 3 and FIG. 4, at step 326 the probe
is repositioned. The user may move the probe to a modified
probe position based on the comparison of the live image 400
to the target image 402 performed during step 320. The user
may position the probe so that the ultrasound data acquired at
the modified probe position results in an image that is closer
to the target image. After the probe has been repositioned, the
method 300 returns to step 302 where additional ultrasound
data is acquired at the modified probe position. The method
300 may involve iteratively repositioning the probe multiple
times before the live image corresponds closely enough to the
target image. The user may adjust other acquisition param-
eters according to additional embodiments.

[0043] It should be appreciated that while the method 300
was described as being performed with the hand-held ultra-
sound imaging system 200, the method 300 may also be
performed with other types of ultrasound imaging systems
including console ultrasound imaging systems and portable
laptop-style ultrasound imaging systems.

[0044] FIG. 6 is a flow chart illustrating a method 500 in
accordance with an embodiment. The individual blocks rep-
resent steps that may be performed in accordance with the
method 500. The technical effect of the method 500 is the
display of an indicator based on a quality-of-fit of an image to
a model. The method 500 may be performed with an ultra-
sound imaging system such as the ultrasound imaging system
100 shown in FIG. 1.

[0045] Referring both to FIG. 1 and FIG. 6, at step 522, the
ultrasound imaging system 100 acquires ultrasound data. The
ultrasound imaging system 100 may acquire ultrasound data
in a manner similar to that described hereinabove with respect
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to the method 300 shown in FIG. 3. At step 524, the processor
116 generates an image from the ultrasound data. The gen-
eration of the image may be performed in a manner similar to
that described previously with respect to the method 300
shown in FIG. 3.

[0046] At step 526, the processor 116 fits a model to the
image. According to an embodiment, the model may include
a plurality of non-uniform rational B-spline curves joined by
geometric transforms. For example, the geometric transforms
may show how the individual curves are translated and/or
rotated with respect to one another. FIG. 7 shows a schematic
representation of a model 550 superimposed on an image 551
generated from ultrasound data. The model 550 includes 4
separate curves that are interrelated by geometric transforms.
The model 550 includes a first NURBS curve 552, a second
NURBS curve 554, a third NURBS curve 556, and a fourth
NURBS curve 558. The model 550 may include a apical
four-chamber view model according to an embodiment.
Additional information about the model 550 will be discussed
hereinbelow.

[0047] According to an embodiment, the model 550 is
based on NURBS curves (non-uniform rational B-splines
curves). This is a generalization of the commonly used non-
rational B-splines:

Z Nigw)wiq
puu) = =
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where N, .(u) are the k’th-degree B-spline basis functions, q,
are the control points for the spline, and w, are the weights of
the NURBS curve. Points on the NURBS curve are denoted as
p,(u). By carefully selecting the control points, weights and a
knot vector, itis possible to represent a large variety of curves.
[0048] A more complex model may be formed by combin-
ing different NURBS curves. For example, the model shown
in the embodiment of FIG. 7 incorporates four different
NURBS curves, where each of the NURBS curves is used to
model a different cardiac chamber. For example, NURBS
curve 552 is used to model the right ventricle, NURBS curve
554 is used to model the right atrium, NURBS curve 556 is
used to model the left ventricle, and NURBS curve 558 is
used to model the left atrium.

[0049] According to an embodiment, each of the four car-
diac chambers is modeled by a closed cubic NURBS curve,
using 12 control points of which 8 are allowed to move. The
8 points which are allowed to move, or floating points, may be
used to achieve a more accurate fit of the model 550 to the
ultrasound image. The process of fitting will be discussed
hereinafter. The same model may be used for the left atrium
and the right atrium. It should be appreciated that additional
embodiments may use other models. Other embodiments
may also use models based on NURBS curves that are con-
figured differently than the embodiment described above. For
example, other embodiments may have a different number of
control points and/or a different number of floating points.
Additionally, other embodiments may use a model based on
something other than NURBS curves.

[0050] Referring to FIGS. 6 and 7, during step 526 the
model 550 is fit to the image 551. According to an embodi-
ment, a Kalman filter may be implemented to fit the model
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550 to the image 551. According to an embodiment, the
Kalman filter requires the model to be described by states. For
each NURBS curve 552, 554, 556 and 558, a control point
may be expressed as:

qi:Ei"‘xl,zni
where n, the normal displacement vector for the control ver-

tex, q, is the mean position of a control vertex, and x; defines
a local state vector for each NURBS curve. The curves 552,
554, 556 and 558 may be transformed by one or more simi-
larity transforms to form the model 550. The transform
parameters may be used as global states, x_, in the Kalman
filter. The local and global states for all the curves 552, 554,
556 and 558 may be combined to yield a composite state
vector X for model 550. The relationship between the system
states and the points on the deformable model may be
described by alocal (T;) and global transform (T ). The points
on the final contour may be denoted as p. Points on the
contour prior to application of the global pose are written as
p;- A vector u with a length N_ where 0=u,=1. This yields:

prelpduo), piy), - - - pl(unﬂ—l)J

where p,(u,) is evaluated using equation 1. This defines the
local transformation T;. p; is then transformed by the global
pose transform, T, to get the correct position of the model.

P=Tor%y)

[0051] The composite deformation model, T includes both
the local and global transforms. According to an embodiment,
it is necessary to calculate the Jacobian of T. The local Jaco-
bian matrix may be easily found by multiplying the displace-
ment vectors with their respective basis functions:

Tlbigyg by - - - 1
The global T, transform can be directly applied to curve
points. The overall Jacobian matrix can be derived by apply-
ing the chain-rule of multivariate calculus. The Jacobian may
be precomputed, and thus eases real-time operation. This may
be very advantageous, particularly since ultrasound systems
may acquire and display many frames of ultrasound data per
second.
[0052] Referring to FIGS. 1 and 6, at step 528, the proces-
sor 116 searches for edges in the image. According to an
embodiment, the processor 116 may implement an algorithm,
suchas a Kalman filter, to take edge measurements along each
ofthe NURBS curves ofthe model 550 (shown in FIG. 7). For
example, in an exemplary embodiment, the processor 116
may search for edges along a normal at each of a plurality of
curve points distributed around each of the NURBS curves. In
order to improve the accuracy of the edge measurements, no
edge detections are performed in regions where the valves are
expected. Additionally, no edge detections may be performed
along the NURBS curve from the apical part of the right
ventricle free wall, since this region is known to suffer from
dropouts.
[0053] Referring to FIGS. 1, 6, and 7, according to an
exemplary embodiment, the processor 116 searches for an
intensity transition in the image 551 along a normal to the
NURBS curve from each of the plurality of curve points
distributed around the NURBS curve. The distance of each
edge search normal may be varied. The distance from the
curve point to the measured edge is called a normal displace-
ment measurement. The processor 116 may be configured to
only search for edges within a specified distance from the
NURBS curve or other type of model. The normal displace-
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ments may be weighted by a measure of edge confidence. For
example, very clearly defined edge points that occur in a
region relatively close to the NURBS curve will be assigned
ahigher measure of edge confidence than edge points that are
less clear (as measured by the gradient of intensity) and/or
further from the NURBS curve. According to one embodi-
ment, edge measurements with low confidence are discarded.
Also, edge measurements strongly deviating from the neigh-
boring detected edges may be discarded. After implementing
step 528, the processor has determined the number of accept-
able edge detections and the number of failing edge detec-
tions for each of the NURBS curves within the model 550.
[0054] At step 530, the processor 116 calculates a quality-
of-fit of the image 551 to the model 550. According to an
exemplary embodiment, the quality-of-fit is based primarily
on the number of failing edge detections. For example, if the
processor 116 is able to perform an acceptable edge detection
along a normal for each of the designated points in the model
550, then, the image 551 would have a good quality-of-fit to
the model 550. On the other hand, if there are a larger number
of failing edge detections within the image 551, than the
quality-of-fit of the image 551 to the model 550 would be
poor.

[0055] According to an embodiment, a quality-of-fit may
be individually determined for each of the cardiac chambers.
For example, a score may be calculated by using the number
of failing edges divided by the total number of edge detection
points in each of the NURBS curves (552, 554, 556, 558). A
quality-of-fit may also be determined for the entire model 550
by combining the scores from each of the NURBS curves/
cardiac chambers.

[0056] One of the major challenges when acquiring an api-
cal four-chamber view is not to foreshorten the view. Missing
or poorly visible atria may therefore be signs of an oblique cut
of the ventricle and should be penalized according to the
quality-of-fit score. Many errors when attempting to acquire
an apical four-chamber view are caused by a poorly posi-
tioned probe. The processor 116 (shown in FIG. 1) may be
able to determine the direction that the user should reposition
the probe in order to more accurately capture a standard view.
According to an embodiment, the processor 116 may com-
municate instructions to the user in order to reposition the
probe 105 in order to acquire an ultrasound image that pro-
vides a better quality-of-fit to the model representing the
standard view.

[0057] Still referring to FIGS. 1 and 6, at step 532, the
processor 116 displays the image 551 (shown in FIG. 7) on
the display screen. At step 534, the processor 116 superim-
poses the model 550 on the image 551. Step 534 may by an
optional step that occurs in response to a user input. That is,
some embodiments may not display the model 551 on the
display screen 118. Additionally, in other embodiments, the
model 551 may be selectively displayed so that a user is able
to control exactly when the model 551 is displayed. Novice
users may appreciate viewing the model 550 while position-
ing the probe while more experienced users may prefer to
view image 551 without the model 550.

[0058] At step 536, the processor 116 displays an indicator
based on the quality-of-fit. The indicator may include a num-
ber, a color, or an icon based on the fit of the image 551 to the
model 550. For example, an embodiment may show a green
light if the image 551 has a good quality-of-fit with the model
550 and a red light if the image 551 has a poor quality-of-fit
with the model. Other embodiments may use emoticons,
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numerical representations or other graphical techniques to
indicate when the quality-of-fit between the image 551 and
the model 550 is acceptable.

[0059] Still other embodiments may use different types of
indicators. The indicator may provide additional information
regarding the quality-of-fit in particular regions or locations.
For instance, the indicator may convey information about the
quality-of-fit at a plurality of discrete locations on the model.
For example, the indicator may include the use of colors or
graphical effects, such as dotted lines, dashed lines, and the
like, in order to show the regions where the image is within a
threshold for a desired quality-of-fit to the model. Different
colors or graphical effects may be used to illustrate regions
where the quality-of-fit of the image to the model is outside of
the threshold for a desired quality-of-fit. According to an
exemplary embodiment, the indicator may include colorizing
the model 550 according to a pattern where the model 550 is
a first color for regions within a desired quality-of-fit and
where the model 550 is a second color for regions outside of
a desired quality-of-fit. Likewise, when dealing with 3D data,
the indicator may include a bull’s eye display where each of
the sectors within the bull’s eye contains a color or a number
corresponding to the quality-of-fit within that particular sec-
tor. Using indicators that show the quality-of-fit at a plurality
of discrete locations may be advantageous since it provides
the user with a higher resolution of information about the
specific regions of a particular ultrasound image that do not
conform to the model with an acceptable quality-of-fit. The
high-resolution feedback allows the user to make specific
adjustments to the position of the probe in order to obtain
ultrasound data with a better quality-of-fit.

[0060] While the method 500 has been described with
respect to a standard view that is an apical four-chamber view,
it should be appreciated that other standard views may be
used according to other embodiments. For example, other
embodiments may be used to determine how well an image
fits to other standard cardiac ultrasound views, including
apical long-axis views and two-chamber views. Additionally,
still other embodiments may be used to fit images to models
of different anatomical structures.

[0061] This written description uses examples to disclose
the invention, including the best mode, and also to enable any
person skilled in the art to practice the invention, including
making and using any devices or systems and performing any
incorporated methods. The patentable scope of the invention
is defined by the claims, and may include other examples that
occur to those skilled in the art. Such other examples are
intended to be within the scope of the claims if they have
structural elements that do not differ from the literal language
of'the claims, or if they include equivalent structural elements
with insubstantial differences from the literal language of the
claims.

We claim:

1. A method of ultrasound imaging comprising:

acquiring ultrasound data of an anatomical structure;

displaying an image generated from the ultrasound data;

fitting a model to the image in real-time, the model com-
prising a standard view of the anatomical structure;

calculating a quality-of-fit of the image to the model in
real-time; and

displaying an indicator based on the quality-of-fit of the
image to the model.

2. The method of claim 1, wherein the model comprises a

non-uniform rational B-spline curve.
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3. The method of claim 1, wherein the model comprises a
plurality of non-uniform rational B-spline curves joined by
geometric transforms.

4. The method of claim 2, wherein said fitting the model to
the image in real-time comprises implementing a Kalman
filter.

5. The method of claim 1, wherein said fitting the model to
the image in real-time comprises implementing an algorithm
to search for an edge along a normal to the non-uniform
rational B-spline curve at a plurality of curve points on the
non-uniform rational B-spline curve.

6. The method of claim 1, wherein said calculating the
quality-of-fit comprises determining the number of failing
edge detections, where a higher number of failing edge detec-
tions represents a low quality-of-fit.

7. A method of ultrasound imaging comprising:

acquiring ultrasound data;

generating an image from the ultrasound data;

fitting a model to the image, the model comprising a plu-

rality of curves representing a standard view;
searching for edges in the image, where the edges are
within a specified distance from the model;

calculating a quality-of-fit of the image to the model based

on the number of edges found within the specified dis-
tance from the model at a number of curve points;
displaying the image;

superimposing the model on the image; and

displaying an indicator based on the quality-of-fit of the

image to the model.

8. The method of claim 7, wherein said generating the
image comprises generating an image of a heart.

9. The method of claim 8, wherein the model comprises an
apical four-chamber view model.

10. The method of claim 9, wherein the model further
comprises four non-uniform rational B-spline curves, where
each of the four non-uniform rational B-spline curves repre-
sents a different cardiac chamber.

11. The method of claim 8, wherein said calculating the
quality-of-fit comprises calculating a separate quality-of-fit
for each of four cardiac chambers.

12. The method of claim 7, wherein said displaying the
indicator comprises displaying a number, a color, or an icon
based on the fit of the image to the model.

13. The method of claim 12, further comprising automati-
cally providing a suggestion for moving the ultrasound probe
in order to obtain a better quality-of-fit between a new image
and the model.

14. An ultrasound imaging system comprising:

a probe adapted to scan a volume of interest;

a display device; and

a processor in electronic communication with the probe

and the display, wherein the processor is configured to:

generate an image from ultrasound data of an anatomical
structure;

fit a model to the image, the model comprising a stan-
dard view of the anatomical structure;

calculate a quality-of-fit of the image to the model; and

display an indicator on the display device based on the
quality-of-fit of the image to the model.
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15. The ultrasound imaging system of claim 14, wherein
the model comprises a plurality of curves.

16. The ultrasound imaging system of claim 14, wherein
the processor is further configured to fit a model to the image
in real-time as the ultrasound data is received by the proces-
sor.

17. The ultrasound imaging system of claim 16, wherein
the processor is further configured to implement a Kalman
filter in order to fit the model to the image.

Mar. 15, 2012

18. The ultrasound imaging system of claim 14, wherein
the processor is configured to calculate the quality-of-fit by
identifying edges within a predetermined distance of the
model.

19. The ultrasound imaging system of claim 14, wherein
the processor is configured to display an indicator comprising
a traffic-light graphical indicator on the display device.
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