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FEATURE TRACKING USING ULTRASOUND

CROSS-REFERENCES TO RELATED
APPLICATIONS

This application is a continuation-in-part of U.S. patent
application Ser. No. 12/956,991, filed on Nov. 30, 2010,
which claims priority to and the benefit of U.S. provisional
patent application Ser. No. 61/294,294, filed Jan. 12, 2010,
and U.S. provisional patent application Ser. No. 61/323,064,
filed Apr. 12, 2010, each entitled “Feature Tracking Using
Ultrasound.”

TECHNICAL FIELD

This invention relates to methods for tracking features
during a medical procedure.

BACKGROUND INFORMATION

One purpose of radiotherapy is to target a specified ana-
tomical region suspected of having either gross or suspected
microscopic disease (sometimes referred to as the clinical
treatment volume, or “CTV”") with radiation while sparing
surrounding healthy tissues and at-risk organs. Typically, a
physician outlines the CTV on one or more planning images,
such as a computed tomography (CT) image, magnetic reso-
nance (MRI) image, three-dimensional ultrasound (3DUS)
image, or a positron emission tomography (PET) scan. A
treatment plan is then developed which optimizes the radia-
tion dose distribution on the planning images to best accom-
plish the prescribed goals. The plan may be based on certain
treatment parameters such as beam directions, beam aper-
tures, dose levels, energy and/or type of radiation. The treat-
ment is generally given in a finite number of fractions, typi-
cally delivered once a day. During treatment, the patient is
positioned relative to the radiation beam prior to each fraction
according to the treatment plan.

Inpractice, a marginis included around the CTV to account
for anatomical changes in the CTV and surrounding areas.
These changes can result from either interfractional motion,
i.e., anatomical differences that develop immediately prior to
the current fraction (often due to an inaccurate set-up or actual
organ motion such as a different state of bladder fill), or from
intrafractional motion, i.e., anatomical motion which occurs
during the actual treatment delivery. In some instances, both
types of motion may be present. In some instances, intrafrac-
tional motion may be cyclical, as caused by breathing, or
random, as caused by gas or a steadily increasing bladder
volume.

Some conventional image-guided radiotherapy (IGRT)
applications may be used to track interfractional motion. Vari-
ous imaging modalities may be used to implement IGRT,
including three-dimensional ultrasound (3DUS) and x-ray
imaging of fiducial “seeds” implanted in a patient’s organ.
Image capture is typically performed once prior to the radia-
tion delivery, and the treatment couch is then adjusted to
compensate for any changes in anatomy relative to the treat-
ment plan. The use of IGRT to account for intrafractional
motion, on the other hand, is in its infancy and requires
continuous imaging throughout the treatment. As trends in
radiotherapy begin to move towards fewer fractions and
longer treatment times, correcting for intrafractional motion
is growing in importance.

One method of tracking intrafractional motion uses x-rays
to image fiducials at discrete points in time throughout treat-
ment. However, continuous monitoring is not achievable with
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this methodology because the x-ray imaging exposure is
unbearably high, with an image frequency of once per 30
seconds being the currently acceptable limit. Such proce-
dures still require undesirable extra radiation as well as an
invasive fiducial implantation procedure. Further, various
surface monitoring technologies have been developed for
cyclical intrafractional motion, but these do not provide inter-
nal information and are not sufficient in many applications,
particularly when random motion occurs. Yet another tech-
nology uses beacons which are implanted in the feature of
interest, and tracked in real-time using electromagnetic meth-
ods. As with fiducials, this procedure also requires aninvasive
implantation procedure.

Two-dimensional ultrasound (2DUS) can conceivably be
proposed for intrafractional motion detection as it is real-time
in nature, does not add radiation exposure to the patient dur-
ing the monitoring process, and does not require implantation
of fiducials. Temporally-spaced 2DUS images, as well as
three-dimensional ultrasound (3DUS) images, have been pro-
posed to track intrafractional motion during radiotherapy.
See, for example, Xu et al, Med. Phys. 33 (2006), Hsu et al,
Med. Phys. 32 (2005), Whitmore etal, US 2006/0241143 A1,
Fuetal, US 2007/0015991 A1, and Bova et al, U.S. Pat. No.
6,390,982 B1. Some of these disclosures discuss the use of
3DUS probes to obtain a “four-dimensional” image series,
however, there remain many obstacles in obtaining and using
these images which are not addressed in the current literature.

One conventional three-dimensional (3D) probe utilizes a
motorized two-dimensional (2D) probe placed inside a hous-
ing that sweeps mechanically within the housing, thus col-
lecting a series of two-dimensional slices to cover the three-
dimensional volume. For example, imaging a 10 cmx10 cm
area at a given depth using a resolution of 0.5 mm, each sweep
requires 200 slices. At a frame rate of 20 Hz, one sweep takes
approximately 10 seconds to complete, which precludes
effective “real-time” four-dimensional imaging (three physi-
cal dimensions changing over time). Moreover, reconstruc-
tion of the entire three-dimensional volume takes at least two
seconds which further reduces the theoretical three-dimen-
sional refresh rate to 12 seconds, although multi-thread pro-
cessing may help. Anatomical feature extraction based on the
three-dimensional images is also time consuming and may
require an additional five seconds. Aspects of this invention
allow for real-time, or near-real-time, feature tracking ultra-
sound imaging during a medical procedure.

SUMMARY OF THE INVENTION

Various implementations of the invention provide tech-
niques and supporting systems that facilitate real-time or
near-real-time ultrasound tracking for the purpose of calcu-
lating changes in anatomical features during a medical pro-
cedure. While the methods are primarily described in terms of
aradiotherapy fraction, other applications are contemplated,
such as cryotherapy, brachytherapy, high-intensity focused
ultrasound (HIFU), as well as imaging procedures such as
computed tomography (CT), four-dimensional CT, planar
x-ray, PET, MRI, and SPECT, or any other medical procedure
where it is important to monitor anatomical features through-
out the treatment.

Although primarily concerned with intrafractional motion
tracking, in some cases correction for interfractional motion
may also be implemented prior to the tracking process. In
some cases, a hybrid technique of acquiring a temporally-
spaced combination of three-dimensional ultrasound images
and targeted subsets of two-dimensional ultrasound images
may be used. The two-dimensional ultrasound images are
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used to increase the frequency of feature tracking to render
the process as close to real-time as possible.

In a first aspect, a computer-implemented method for
tracking an anatomical feature or features (e.g., an organ,
tumor, tumor bed, gland, critical anatomical structure, or
other lesion) within a patient undergoing a medical procedure
such as radiotherapy, radiotherapy planning, image-guided
surgery, or other treatment includes obtaining a three dimen-
sionalimage of a region thatincludes the feature being treated
and determining the location of the feature within the region.
The three dimensional image is obtained at a first periodicity
(e.g., every 30 seconds) as to reduce the processing and stor-
age burdens as compared to higher frequencies. In between
each three dimensional image, a series of temporally-dis-
placed targeted subsets of ultrasound images focused on the
region are obtained at a greater periodicity (e.g., every 0.1-3
seconds), and each is compared with the three dimensional
image to determine if there has been any changes to the
feature (e.g., movement, morphing). To reduce processing
and memory requirements, the targeted subsets are typically
of lower quality, resolution and/or represent a smaller area of
the region than that of the three dimensional images, thereby
allowing for more frequent imaging and comparisons. In
some preferred embodiments the target subsets are planes of
ultrasound data rather than a full reconstructed 3D volume.

In some cases, a determination is made as to whether the
displacement exceeds a displacement threshold (such as an
upper limit of spatial displacement of the feature of interest)
and if so, an updated three dimensional image of the region of
interest is obtained sooner than would be obtained according
to the first periodicity. The updated three dimensional image
maybe used for subsequent comparisons with the targeted set
of ultrasound images. In addition (or alternatively) a deter-
mination is made as to whether the displacement exceeds a
safety threshold and if so, the medical procedure is halted to
allow for one or more adjustments to the patient’s orientation
with respect to a treatment device. In certain implementa-
tions, one or more treatment apparatus (e.g., a treatment
couch on which the patient is supported and/or a multi-leaf
collimator for administering radiation therapy) may be con-
tinuously adjusted while treatment is being delivered to com-
pensate for the displacement. The displacement can be the
shift and/or rotation of the target’s position, of a nearby criti-
cal structure, or a combination thereof. In some cases, if the
feature tracking algorithm is uncertain of the location of the
anatomy of interest for a certain length of time, the beam can
be interrupted until the algorithm is able to relocate it. The
uncertainty can in some cases be determined by a quality
factor which measures the quality of its output.

In some embodiments, image parameters used in obtaining
the targeted subset of ultrasound images are adjusted based on
the displacement. The displacement threshold may be an
upper limit on spatial displacement of the feature or exceed-
ing some predefined change in size. The comparison may, in
some cases, include comparing grey-scale values of subse-
quent images to determine the displacement or shift of the
feature.

The targeted subset may be a series of two dimensional
image slices of the feature, a combination of two or more
tracking planes (such as two orthogonal planes), which may,
in some cases, be reconstructed as a set of voxels intersecting
the planes. The images may be used as obtained, or, in some
cases segmented. The images may be obtained from various
angles and directions aimed at the feature, including, for
example transperineally in the case of a prostate gland. In
certain implementations, the targeted subset may be three
dimensional ultrasound datasets related to a limited region of
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interest, which may be determined on an adjusted sector size,
an adjusted image depth and/or an adjusted ultrasound sector
angle and in some cases have a reduced resolution. In some
embodiments, the targeted subset may be a series of 2D slices
in a non-Cartesian coordinate system, such as a cylindrical
coordinate system. In these cases, the slices may be compared
to a previously acquired set of slices through a non-Cartesian
registration algorithm.

In some cases, the displacement may be calculated at a
frequency greater than the acquisition of images throughout
the region of interest. In these cases, the displacement may be
based on a set of image data which has not been completely
updated since the last displacement calculation.

The three dimensional ultrasound images may be obtained
using a motorized probe, a bi-planar probe or a matrix probe,
any of which may be internal or external to the patient. In
some instances, the probe may have traceable markers
attached to it and be calibrated to pixels within the images to
facilitate spatial tracking over time with respect to a particular
coordinate system. In some cases, the probe is fixed relative to
a treatment couch, and the relationship of the probe to the
room coordinate system is mapped thereto based on knowl-
edge of the position and orientation of the couch.

The feature to be tracked can be the target lesion being
treated, a subset of the lesion, another feature which is proxi-
mal to the lesion, a fiducial, or any other feature deemed to be
of importance during the medical procedure. In some cases
multiple features may be tracked simultaneously. Features
may be extracted from both full three-dimensional ultrasound
images as well as the targeted subset of ultrasound images to
obtain a representation of the feature’s motion in time, using
either segmentation, registration, non-Cartesian registration
or pattern recognition algorithms.

In another aspect, a system for tracking an anatomical
feature within a patient undergoing a medical procedure
includes a processor and a memory register. The processor is
configured to locate the feature of interest within a series of
three dimensional images and iteratively compare temporally
displaced targeted subsets of ultrasound images obtained at a
periodicity greater than the first periodicity with the three
dimensional image. The processor then determines, based on
each comparison, a displacement of the feature of interest.
The register receives and stores the images.

In some versions, the processor determines if the displace-
ment exceeds a displacement threshold (an upper limit of
spatial displacement of the feature of interest for a certain
length of time, for example, or a quality factor below a certain
threshold) and if so, provide instructions to obtain an updated
three dimensional image of the region of interest sooner than
would be obtained based on the first periodicity. The proces-
sor may also determine if the displacement exceeds a safety
threshold. If so, the processor can provide instructions to halt
the medical procedure, thereby allowing for adjustments to be
made to the patient’s orientation with respect to a treatment
device and/or to the orientation of the treatment device itself
prior to reinstating the procedure. In some cases, the full
three-dimensional image of the region of interest is only
obtained when the displacement threshold is surpassed,
which may not occur with any regularity.

In some cases, the system also includes an ultrasound
probe for providing the images to the register. The probe may
be a two dimensional ultrasound probe rotatably mounted
into a housing such that the probe can move according to at
least one degree of freedom, either longitudinally, in a sweep-
ing motion about an axis or rotating about an axis. A motor
may provide movement to the probe, based, for example, on
instructions from a controller to alter the position of the probe
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relative to the patient, the housing or both. The controller may
also provide additional adjustments to one or more imaging
parameters. Some embodiments may also provide a display
and/or input devices, thus allowing an operator to view the
images and interact with the system.

Changes identified in the feature may trigger a warning
message (either visual, textual, audio or some combination
thereof), warning the operator that the medical procedure
should be modified or that the feature can no longer be tracked
with sufficient certainty. In other implementations, the
changes may cause continuous or semi-continuous modifica-
tions to the treatment as it progresses.

BRIEF DESCRIPTION OF FIGURES

In the drawings, like reference characters generally refer to
the same parts throughout the different views. Also, the draw-
ings are not necessarily to scale, emphasis instead generally
being placed upon illustrating the principles of the invention.

FIG. 1 is a schematic diagram illustrating the use of a
mechanical three-dimensional probe, referenced to a room
coordinate system, for imaging a feature within a patient
according to various embodiments of the invention.

FIG. 2 is a flow-chart illustrating a method for implement-
ing a hybrid three-dimensional and two-dimensional tempo-
ral tracking strategy according to various embodiments of the
invention.

FIG. 3 is a flow-chart illustrating a particular implementa-
tion of a hybrid three-dimensional and multiple two-dimen-
sional plane temporal tracking strategy according to various
embodiments of the invention.

FIG. 3A illustrates a particular implementation of a hybrid
three-dimensional and multiple two-dimensional plane tem-
poral tracking technique according to various embodiments
of the invention.

FIG. 4illustrates the use of tracking planes in the method of
FIGS. 2 and 3.

FIG. 5 is a flow-chart illustrating a particular implementa-
tion of a hybrid three-dimensional and limited ROI three-
dimensional temporal tracking strategy according to various
embodiments of the invention.

FIG. 6 illustrates a particular implementation of a hybrid
three-dimensional and multiple two-dimensional plane tem-
poral tracking in which the image extent encompassing the
feature being treated is reduced according to various embodi-
ments of the invention.

FIG. 7 illustrates a system for tracking intrafractional
motion during the course of radiotherapy according to various
embodiments of the invention.

DETAILED DESCRIPTION

Throughout the following descriptions and examples,
aspects and embodiments of the invention are described in the
context of tracking intrafractional motion during the delivery
of radiotherapy. However, it is to be understood that the
present invention may be applied to tracking attributes of
virtually any feature within or on a patient during any form of
medical procedure requiring anatomical tracking, such as
external beam and brachytherapy, cryotherapy, hyperthermia,
high intensity focused ultrasound treatments (HIFU)) and/or
various forms of imaging (e.g., CT, 4DCT, PET, US, SPECT,
and MRI).

Referring to FIG. 1, a motorized, mechanically sweeping
three-dimensional ultrasound probe 100, which is of particu-
lar use in this application, contains a two-dimensional probe
inside of a housing, the two-dimensional probe being able to
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sweep at different angles within the housing, controlled by a
motor. In certain applications, tracking markers 105 are
affixed to the probe handle such that the position of the probe
can be detected by a tracking system 110. One such tracking
device utilizes an infrared optical camera, which tracks infra-
red signals emitted from or reflected by the markers. The
position and orientation of the probe housing can therefore be
determined at all times, based on a relative coordinate system.
In certain applications, the individual ultrasound pixels are
referenced to a coordinate system useful for the medical
procedure, which can for example be tied to room, a treatment
device, an imaging device, or a patient.

Because the motorized sweeping probe is essentially a
two-dimensional probe that moves according to a particular
degree of freedom inside the housing, its position within the
housing can be quantified in terms of a parameter X. The
parameter X can be measured as an angle in the case of
rotational sweep inside the housing, or as a distance in the
case of a linear sweep. The parameter X can be controlled by
acontroller though an interface to the motor. For example, the
controller may instruct the motor to move the two-dimen-
sional probe to a particular location within the housing such
that a two-dimensional frame can be acquired at a fixed posi-
tion X. In other cases, the controller may instruct the motor to
continuously move probe within the housing, facilitating the
acquisition of a three-dimensional sweep by acquiring a
series of temporally-displaced image frames while continu-
ously changing X.

In some applications, pixels in a given two-dimensional
frame at position X are known relative to a fixed room coor-
dinate system. One method of attributing coordinates to the
pixels is to use a calibration algorithm similar to those devel-
oped for freehand 3DUS imaging, but using a fixed X=X__,,
which relates all pixels in a “calibration slice” to the probe
markers and hence to the room coordinate system. Known
geometry of the three-dimensional probe can then be used to
relate this calibration to the slices with other X values.

Calibration may also be achieved by temporarily affixing
the three-dimensional probe to a phantom having embedded
geometrical features. In such cases, a CT scan of the probe
and phantom assembly is acquired, and then a three-dimen-
sional sweep is acquired with the probe still fixed relative to
the phantom. The 3DUS images are aligned relative to the CT
scan using software that allows rotations and translations of
the images such that the geometrical features visible in the
3DUS images match those as seen on CT. In some cases,
segmented features extracted from the CT may be used
instead of the CT pixel values themselves. The markers
affixed to the probe handle are also visible on CT, and thus a
relationship between the 3DUS pixels and the markers can be
quantified, thus allowing each 3DUS pixel to be known rela-
tive to the markers. The pixels can then be referred back to the
room coordinate system using known techniques used in the
art for freehand 3DUS imaging.

For intrafractional tracking of a structure or anatomical
feature, the probe is placed on the patient 115 prior to treat-
ment such that the target 120 is within the field of view of the
probe. The technique may be used, for example, for trans-
perineal imaging of the prostate, or imaging of a breast tumor.
A full three-dimensional image of the target structure 120 and
its surrounding anatomy is acquired by continuously varying
X, during which the ultrasound images are acquired at a given
frame-rate f The frame-rate is primarily limited by ultrasound
physics such as the time needed to send and receive a sound
wave, but also may be limited by hardware and computer
processing constraints. A typical frame-rate is on the order of
20 Hz. As described above, the pixels in each frame at a
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known X can be attributed to certain coordinates in the room
coordinate system, and therefore the two-dimensional slices
can be used to form a “reconstructed” 3DUS volume in ref-
erence to the room coordinate system.

Prior to radiotherapy, the patient is typically placed on the
treatment table according to skin markings. Correction for
interfractional motion can then be performed by imaging of
the target or a proximal feature and adjusting the patient’s
position relative to the room coordinate system either by
moving the patient, the couch, orboth. This corrects for daily
setup errors as well as changes in the anatomy since the
treatment planning phase, and can be done with any number
of known IGRT techniques. In some cases, this process may
be accomplished by acquiring a first three-dimensional sweep
of the target structure with the mechanized probe. Typically,
the patient couch is moved to correct for initial target mis-
alignments, although other strategies can be used such as
modifying the treatment plan. However, this initial interfrac-
tional correction does not account for motion during the treat-
ment itself (intrafractional motion), as addressed below.

After initial patient setup, successive temporally-displaced
three-dimensional sweeps of the target structure, or more
generally of anatomical features related to or near the target
structure or other area of interest, can be acquired using the
mechanized probe. Displacement of the feature or features in
each successive image relative to previous images can then be
determined. In one method, a difference in the grayscale
between the images is quantified using, for example, a rigid or
deformable registration algorithm, or, in other cases, a seg-
mentation algorithm is used to recontour the features in each
image and the displacement between successive segmenta-
tions is determined. One or more treatment parameters may
then be modified as the feature changes location or form.
These modifications can be, but are not limited to: warning
the operator that the feature has moved outside a given toler-
ance and instructing her to halt treatment and reposition the
patient; automatically halting the treatment beam by synchro-
nizing with the linear accelerator if the feature moves past a
given tolerance; correcting for the displacement by automati-
cally adjusting the couch, and then turning on the beam again;
iteratively adjusting the beam (for example, by moving the
couch, the beam, or both) as the linear accelerator is turned off
and on; and/or continuously changing the beam shapes or
alignment in synchrony with newly updated feature positions.
In some cases, no modification is instituted if the feature has
not changed or the changes are within allowable tolerances. In
other cases, modifications to the treatment are only effected if
the displacement occurs for a predetermined length of time
relative to the entire treatment time. For example, if the fea-
ture is outside of treatment margins for only a few seconds,
this may be permissible during a treatment lasting ten min-
utes, and therefore no compensation is needed.

In some cases, the registration, segmentation, or other
algorithm(s) used to track changes in the feature may have a
measurement, such as a quality factor, that indicates the cer-
tainty and/or reliability of the image. A threshold can be
placed on this quality factor, and if the quality is below this
threshold for a predetermined amount of time, the user is
warned and/or the treatment halted until the feature can be
more reliably tracked.

Although successive acquisition of three-dimensional
images may be useful, the images are not truly real-time
because of the time delay inherent in the “sweep” process.
More specifically, the sweeping technique includes varying X
during the sweep to acquire enough frames for reconstruction
without gaps between the frames, which is limited by the
frame-rate of the ultrasound (which itself is limited by ultra-
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sound physics), creating a full three-dimensional reconstruc-
tion of the two-dimensional slices into a full three-dimen-
sional ultrasound volume, and calculation of a representation
of the feature from the images.

Strategy 1: Hybrid Three-dimensional and Two-dimen-
sional Temporal Tracking.

One approach to using ultrasound for real-time treatment
monitoring uses targeted subsets of three-dimensional ultra-
sound images (“TUS”), and is illustrated in FIG. 2. In step
200, a full three-dimensional sweep of the patient’s anatomy,
including the feature to be tracked, is acquired by continu-
ously (or in many small discrete steps) varying X to acquire a
full set of two-dimensional slices. The two-dimensional
slices are then reconstructed in the room coordinate system,
using each tagged X-position of the slices as well as the
tracking camera information and calibration information, to
form a 3DUS image.

In step 205, the three-dimensional feature is located in the
3DUS image. This feature is referred to herein as the three-
dimensional feature, as it is determined from a three-dimen-
sional image, as opposed to a feature in a two-dimensional
sliceimage, whichis referred to as a two-dimensional feature.
The location can be determined manually, semi-automati-
cally, or fully automatically. For example, a three-dimen-
sional pattern recognition algorithm or a three-dimensional
rigid registration algorithm or a deformable registration algo-
rithm may be used. In some embodiments, the user can place
one or more “hint points” (i.e., one point in the center or 4-8
points on the feature edges), to initiate a segmentation algo-
rithm which then determines the full feature surface in three
dimensions. Alternatively, a contour from a planning session
can be superimposed onto the three-dimensional image as an
initial guess, and potentially warped to better fit the edges in
the current image.

In step 210, the treatment is modified to account for the
current position of the feature as found in step 205. This can
be accomplished, for example, by moving the couch to align
the feature (either manually or automatically) if the feature
does not significantly change volume or shape. The beam may
be temporarily stopped in some cases to allow for the couch
motion. Other strategies may include completely recalculat-
ing the treatment plan, or re-shaping the beam apertures to
better target the feature.

In step 215, the X-position of the motorized probe is moved
to a fixed position such that the two-dimensional ultrasound
slice is optimally aimed at the feature. For example, if the
feature is a segmented organ such as the prostate or a seg-
mented breast lumpectomy cavity, the beam can be aimed at
the center of the structure. In another example, the transfor-
mation between the slice and a previous reference slice can be
calculated using a 2D registration algorithm. The optimal
slice location can alternatively be selected based on feature
discernibility statistics extracted from the three-dimensional
image at step 205. In step 220, a two-dimensional ultrasound
slice is acquired at this fixed X-position, which is targeted at
the feature, and in step 225 the two-dimensional feature is
located in this ultrasound slice. In step 230, if size, shape
and/or locational characteristics of the feature have not
changed since step 205, another two-dimensional acquisition
and feature location is executed (step 235). The process is
then repeated until changes in the two-dimensional feature
are identified.

A change may include, for example, that the feature has
moved outside of the two-dimensional plane, which would
result in a significant change in the grayscale values in the
region of interest surrounding the feature. The change may
also be due to movement of the feature within the two-dimen-
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sional plane by an amount greater than a pre-determined
threshold, or that the feature has changed shape greater than a
predetermined threshold. For prostate imaging, the two-di-
mensional plane is typically aligned with the sagittal plane
which can detect anterior/posterior and superior/inferior
motions, which are the most common, with left-to-right
motions being much less common. An acceptable threshold
may be 2 mm, meaning so long as the prostate center moves
by less than 2 mm, step 235 is continued. If the displacement
is greater than 2 mm (or some other threshold), the process
moves to step 240. Other reasons to transition to step 240
include if the two-dimensional prostate area changes signifi-
cantly from one frame to the next, which implies that the
prostate has moved out-of-plane—either to the right or left, or
if the tracking of the feature is lost within a degree of cer-
tainty. In some embodiments, step 235 is only initiated if
changes are detected for a given amount of time deemed to be
non-negligible relative to the total treatment time. In some
applications, the location, alignment and/or orientation of the
probe may be altered by a robotic arm into which the probe is
placed.

At step 240, a new full 3DUS sweep is initiated, and the
process is repeated. The entire flowchart loop is continued
until the treatment is completed. Using this methodology,
three-dimensional acquisition is triggered if motion is
detected based on two-dimensional image acquisitions,
which, due to the lower processing demands, allows for real-
time monitoring. As such, a full three-dimensional adaptation
of the treatment is triggered only if it appears that the feature
has moved out of tolerance. In some embodiments, step 240 is
initiated not only if the feature has likely moved out of toler-
ance, but also at regular temporal intervals (e.g., every fifteen
seconds) as an extra check.

This approach may be used in applications when move-
ment has a high likelihood to be in a particular two-dimen-
sional plane chosen by the orientation of the motorized probe.
In some variations, when this likelihood is high, modification
of the treatment can be added as a step between 225 and 230
such that the two-dimensional tracking info is used to identify
treatment modifications in real-time.

Strategy 2: Hybrid Three-dimensional and Multiple Two-
dimensional Plane Temporal Tracking.

In some applications in which the motion is not likely to be
primarily constrained to a particular two-dimensional plane,
a hybrid of three-dimensional and multiple two-dimensional
plane temporal tracking techniques may be used. Referring to
FIG. 3, steps 300, 310 and 315 are the same as 200, 210 and
215 of FIG. 2, respectively. In step 320, a full sweep is
acquired by the motorized probe. In step 325, instead of
reconstructing the entire three-dimensional image set, only
the pixels in two or more tracking planes, preferably being
orthogonal or close to orthogonal to each other, are recon-
structed. An example is shown in FIG. 4, showing tracking
planes 200 and 205 being used for reconstruction.

The planes are selected so as to intersect with the feature
120. In the case of an organ such as the prostate, the planes
preferably intersect through the center of the organ, which
can be found from computing the centroid of the segmented
structure. As used herein, “reconstructed ultrasound plane”
refers to a reconstruction of a voxel set attached to a single
plane, as opposed to a complete three-dimensional recon-
struction that reconstructs the entire 3D voxel set. While
limiting the information available to only certain planes, the
computational requirements to produce only the recon-
structed ultrasound plane(s) are significantly lower. As such,
step 325 saves time and memory space, since it is much
quicker and more efficient to reconstruct pixels in planes than
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an entire voxel space, as well as locate changes in features,
thus reducing temporal intervals between successive local-
izations. In some cases, one of the tracking planes is not a
reconstructed plane, but consists of the pixels from an actual
two-dimensional ultrasound image from a fixed position (at
one particular X location) of the motorized probe, as
described above in reference to FIG. 2.

In other applications, none of the tracking planes are recon-
structed, but consist of pixels from multiple two-dimensional
ultrasound images obtained from different positions of the
motorized probe along the X plane. For example, as shown in
FIG. 3A, three plane positions can be selected, at positions X
(in the center of the feature), X, (to the left of center but still
imaging part of the feature) and X, (to the right of center but
still imaging part of the feature). The probe can then obtain
images at each of these positions in rapid succession and in
any convenient order without need for reconstruction. The X
positions relative to the center of the feature can be strategi-
cally determined based, for example, on knowledge of the
three-dimensional surface of the feature. In another example,
the multiple plane images are acquired but using a limited
range of X values, for example to cover a central portion of the
anatomy that is sufficient to determine its position.

Referring back to FIG. 3, in step 330, the three-dimen-
sional feature is located in the tracking planes, creating a
three-dimensional surface, that when intersected by a plane,
produces a two-dimensional curve. In one method, the shape
and volume of the three-dimensional feature, as found in the
first iteration of step 310, is assumed to remain constant. By
determining where the two-dimensional curves generated by
cutting through the tracking planes best fit the grayscale val-
ues yields the desired three-dimensional location of the sur-
face, and thus displacement of the feature relative to its posi-
tion at the previous point in time. “Best fit” can mean, for
example, maximization of the sum of image gradients along
the curves.

Finding the location of the three-dimensional feature from
the tracking planes assumes that at least part of the feature is
visible in at least two planes, and increasing the number of
planes (e.g., from two to three, or even higher), increases the
likelihood that the feature is visible. In some cases, the feature
may move to a position where it is no longer visible, as
determined at step 335. This determination can be made
based on a failure of the process at step 330, for example. If,
however, the feature remains visible in one or more of the
planes, the treatment is modified to account for the new posi-
tion (step 340) and acquisition of tracking plane data contin-
ues (step 345) to make further adjustments. The position of
the tracking planes in 325 may be re-centered to account for
the displaced feature found in 330. In the case where feature
is no longer in the planes, the full 3DUS volume is recon-
structed (step 350). This allows for re-centering of the track-
ing planes for further iterations, and to ensure that the track-
ing planes intersect the feature being tracked. The process
illustrated in FIG. 3 ends once the treatment is complete (step
355). In some variations, path 350 will be taken even if the
feature is still intersected by the tracking planes, at fixed time
intervals in order to gather full three-dimensional data at
various points in time.

Using this approach, the full three-dimensional displace-
ment can be calculated as long as the tracking planes intersect
with the feature, thus reducing the number of times the full
three-dimensional image needs to be reconstructed. In con-
trast to the hybrid three-dimensional and two-dimensional
temporal tracking approach, the use of two-dimensional
planes allows much faster monitoring of the feature because
it does not necessitate full sweeps on the structure, even if a
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full three-dimensional image is reconstructed any time there
is a significant change in the feature.

Strategy 3: Hybrid Three-dimensional and Low-resolution
Three-dimensional Temporal Tracking.

In another approach, a series of alternating high (full three-
dimensional) and low resolution (“targeted”), ultrasound
sweeps are used to track the volume and followed with full
volume reconstruction. Reducing the resolution allows for
faster sweeps, but due to the limited frame-rate of the ultra-
sound, fewer two-dimensional slices are acquired for the
reconstruction. For example, the high resolution three-di-
mensional images may be acquired at a periodicity of every
thirty seconds, whereas the lower resolution images are
obtained every 0.1-3 seconds. A new high-resolutionimage is
captured for every period, unless the comparison between the
high-resolution and low-resolution images indicated the vio-
lation of a displacement threshold, in which case a new high-
resolution image is obtained sooner than would have been
taken otherwise. In some cases, the displacement may be
sufficient to halt treatment altogether and adjust the patient,
the treatment device or both.

Strategy 4: Hybrid Three-dimensional and Limited ROI
Three-dimensional Temporal Tracking.

FIG. 5 illustrates an alternative approach. Steps 500-515
are the same as steps 200-215 of FIG. 2, respectively. In step
520, the region of interest (ROI) of the three-dimensional
volume is reduced such that it encompasses only the feature
plus a limited amount of surrounding voxels. This is accom-
plished by limiting the sector size of the two-dimensional
ultrasound frames throughout the sweep and/or the extent of
the sweep, in some cases asymmetrically, as well as the depth
of penetration. Referring to FIG. 6 as an example, the full
sector size and depth, leading to image extent 600, are
reduced to form the image extent 605 which encompasses the
feature 610 with a small amount of padding. Reducing sector
size and/or depth increases the frame-rate, which allows for
faster sweeping motion while still acquiring sufficient slices
for high resolution three-dimensional image reconstruction.
In other examples, the number of imaging lines per frame
(“line density”) is decreased which increases the frame rate,
but at the expense of resolution. The range of X values for the
sweeping motion can also be limited, which increases the
three-dimensional image acquisition as well. Many more
temporal three-dimensional images can be acquired, but due
to the smaller region, the risk that the feature moves outside of
the limited ROI increases.

Returning to FIG. 5, the limited three-dimensional ROI is
reconstructed (step 525), and due to the smaller number of
voxels, the speed of the reconstruction process is increased
and the memory requirements are reduced as compared to a
full three-dimensional reconstruction. In step 530, the loca-
tion of the three-dimensional feature within the limited ROl is
determined. In step 535, if the feature has remained in the
limited RO, step 545 is executed, continuing the tracking of
the feature within the limited ROIL. The ROI can be re-modi-
fied in step 520 to account for any new positioning of the
feature. If the feature is no longer within the limited ROIL or
getting too close to a boundary, then step 550 allows for a full
ROI reconstruction prior to limiting the ROT again for further
tracking. In some cases, full ROI sweeps are also acquired at
various time intervals. The loop ends when treatment is com-
plete, as represented by step 555.

Strategy 5: Hybrid Three-dimensional and Multiple Two-
dimensional Plane Temporal Tracking with Reduced Sector
Size

In another approach, two tracking planes are used—the
first plane is a pure two-dimensional ultrasound at a fixed X
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position of the motorized probe as described above (the X
position can be adjusted to include the tracked feature as its
position is updated), and the second plane is a reconstructed
plane which is orthogonal or near-orthogonal to the first
plane. The ultrasound data in the second plane is acquired
with avery small sector size, ideally approaching zero, so that
the sweep can be performed quickly. In some variations, the
sector size is very small during most of the sweep, is rapidly
increased as the sweep crosses through X of the pure ultra-
sound plane, then reduced quickly again to complete the
acquisition of reconstructed plane.

Locating an anatomical feature according to one or more of
the methods described above can be performed by drawing a
structure (i.e., either manually, semi-automatically, or auto-
matically) corresponding to an anatomical feature illustrated
in a firstimage. This first image can, for example, be an image
from a previous planning session, a previous treatment ses-
sion, or an image obtained for a first interfractional motion
correction prior to tracking In most applications of interest,
the structure being tracked does not change shape while the
patient is on the table. Thus, the original structure can be
moved from image to image, keeping its shape intact, so that
it best-fits each image. The amount the structure is moved
within an image provides a distance the anatomical feature
has travelled between each successive image. If image acqui-
sition is fast enough, motion between successive images is
small and easier to track. This applies to both two-dimen-
sional contours in planes as well as three-dimensional con-
tours.

In some cases, the techniques described above may be
combined with another method of intrafractional motion
detection. For example, the literature describes tracking fidu-
cials with the treatment beam. This method, although requir-
ing invasive fiducials, has the benefit of not introducing addi-
tional imaging radiation since the treatment beam itself is
used for tracking. However, using this approach the detection
of prostate motion is limited to the plane perpendicular to the
beam, and therefore motion in other directions must be mod-
eled with assumptions. Furthermore, changing beam aper-
tures can obscure the fiducials, leading to times when prostate
motion is unknown.

In a particular embodiment used to track and compensate
for prostate motion during a radiotherapy treatment, the
patient is first imaged with a full 3D sweep. The prostate, and
in some cases other critical structures, are localized with or
without user assistance from this first image. Rapid sweeps
are then effectuated through a central part of the prostate,
typically the central % of the prostate. This decreases the
sweep time, but also ensures the 2D images acquired during
the sweep are focused on the prostate and therefore give
useful information to detect its motion. To decrease sweep
time even further, factor such as line density, sector size and
depth are optimized to increase frame rate and thus the
amount of time it takes to acquire a sweep. The direction of
sweep may be alternated (e.g., left-to right, then right-to-left)
to minimize delay between sweeps. The resolution of the
sweep is determined partially by the angular distance
between successive 2D acquisitions, and is also optimized to
increase speed while maintaining a clinically relevant reso-
lution. By modifying these parameters, a frame rate of 50 Hz
or more can be achieved. For transperineal imaging of the
prostate with a mechanically sweeping probe, a sweep angle
of 30 degrees is preferred, with an acceptable range being
between 15 and 60 degrees. Assuming an angular resolution
of 0.5 degrees, a sweep time on the order of one second may
be achieved.



US 9,248,316 B2

13

The positioning of the acquired 2D frames should be accu-
rately positioned in space based on the room coordinates.
Although this accuracy is governed by the calibration pro-
cess, the process should reproducible under real situations,
for example in instances in which the motor that moves the
probe slips. For this reason, a secondary mechanism may be
included to verify the stability of the probe as it is sweeping.
For example, a Hall sensor or optical sensor can be used to
detect when the probe sweeps past a central position. The
consistency of the sweeping through the central position can
be verified to validate a sweep, or in some cases, used to
correct for an offset.

If the sweep time of the probe is too long, each 2D image is
no longer in strict geometric plane in room coordinates, but
instead a curved surface. In some embodiments, the spatial
positioning of the pixels from a 2D image are warped to
account for this bending of image planes.

As the 2D images are acquired during a sweep, they are
successively stored in a register to form an image. As the
probe continues to sweep, the image data aquired at each
postion overwrites the image data acquired from the last time
the probe was at that position. Thus, at least certain portions
of the set of targeted 2D images in the register are constantly
being updated.

In certain embodiments, a registration algorithm is used to
detectchanges in the partially updated image over time. If, for
example, the algorithm takes 0.5 seconds to execute, a dis-
placement will be known every 0.5 seconds. The sampling
interval is thus aresult of the algorithm calculation time rather
than the sweep time. The displacement, however, is calcu-
lated from a partially updated image and is thus not a com-
pletely new displacement measurement.

For prostate treatments, it may, in some instances, be suf-
ficient to assume the prostate exhibits translations and rota-
tions only, and that deformations are negligible. Thus a rigid
intensity-based registration algorithm can be used to calcu-
late prostate displacements in a given image relative to a
reference image. In one particular case, a trust-region gradi-
ent descent optimizer with a normalized cross-correlation as
acost function may be used. A mask may be placed around the
prostate to reduce the algorithm computation time.

If an angular mechanically sweeping probe is used, the
acquired collection of 2D images are not perpendicular to one
another but can naturally be described using a cylindrical
coordinate system. Typical registration algorithms, however,
require voxel data in a Cartesian coordinate system. Although
the data could be reconstructed into a Cartesian coordinate
system such as with the full 3D sweep data, this would sig-
nificantly increase the calculation time which is to be mini-
mized for targeted subset sweeps. Therefore, registration may
be performed directly using cylindrical coordinates when an
angular sweeping probe is used, as described below. Regis-
tration may also be performed using a multiscale approach, in
which the images are first reduced in size and then sequen-
tially registered at successively more detailed scales, in order
to decrease calculation time. Each time a registration is cal-
culated, the quality factor ofthe registration (quantified by the
normalized cross-correlation in this case) is evaluated and, in
some cases, checked against a threshold.

Registration can quantify not only prostate motion, but also
changes in surrounding critical structures. Although the pros-
tate itself can be considered to undergo rigid transformations
to good approximation, critical structures such as the penile
bulb can follow an independent motion, and therefore track-
ing of critical structures is not well suited for non-rigid trans-
formations that include deformations. For example, a
B-Spline transformation may be used together with a Broy-
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den-Fletcher-Goldfarb-Shanno (BFGS) optimizer. The
BFGS optimizer can converge more robustly and quickly in
higher dimensional parameter spaces without requiring the
calculation of the Hessian matrix of the cost function. The
gradient descent optimizer would tend to be slow, and to stop
prematurely, before reaching an optimal value.

In practice, if the time taken to perform a registration is
designated as Atg, and the time to acquire a full sweep is
designated as At,, six degrees of freedom of prostate motion
are calculated once every Aty throughout the radiation treat-
ment on the partially updated image stored in the register. In
addition, a quality factor Q (assuming deformations are
ignored) may also be determined. Limits are set on the six
degrees of motion and Q such that they can only be out of
tolerance for a predetermined length of time T. Limits can
also be set on displacements of critical structures. If this
occurs, the beam is stopped, and a full 3D sweep is initiated to
calculate an adjustment to the six degrees of freedom (the
adjustments can be limited to translations only for practical
reasons). These adjustments are used to modify the position
and orientation of the treatment couch in order to re-align the
prostate prior to resuming treatment. In some cases, as pre-
viously described, the couch adjustments are carried out at
regular intervals throughout treatment.

Incorporation of the quality factor Q allows the treatment
to be temporarily interrupted if the prostate tracking is or
becomes unreliable. Furthermore, if the prostate moves rap-
idly and significantly during the length of a sweeps At, this
will show up as a deformation or discontinuity in the partially
updated image, which will affect the quality factor Q. Such
motions can be acceptable in the occasional sweep, but the
treatment is ideally interrupted if the prostate moves rapidly
over many sweeps.

Since the patient couch moves during treatment, and the
probe is affixed to the couch, the cylindrical coordinate sys-
tem is not constant in the room coordinate system. Ideally,
this is taken into account by knowledge of the couch-to-room
transformation, which can be known by tracking the couch at
all times.

In the preferred embodiment, a display tracks changes in
prostate displacements on a screen with visual or aural when
it is out of tolerance. The registration transformations are
displayed as updated segmentations on the screen in orthogo-
nal views such as axial, sagittal and coronal.

In some cases, the targeted 2D images acquired at a given
sweep position are registered to a 2D reference plane from the
same sweep position acquired at a previous time. 2D regis-
tration algorithms are generally faster than 3D algorithms.
These 2D registrations allow an a calculation of target motion
which is approximate but fast, thus allowing to estimate when
the prostate has moved within a sweep. This helps to deter-
mine whether a sweep is representative of a relatively stable
prostate position or if it is based on rapid prostate motion and
thus unreliable for registration purposes, contributing to the
quality factor Q. This strategy also complements the pre-
ferred embodiment by providing more finely sampled, albeit
approximate, displacements.

Although the specific applications above utilize a mecha-
nized three-dimensional probe, other types of three-dimen-
sional probes can be used as well. For example, matrix
probes, which consist of a two-dimensional surface of piezo-
electric elements, can acquire full three-dimensional ultra-
sound datasets. Bi-planar probes, which can simultaneously
acquire two perpendicular slices of two-dimensional ultra-
sound data, can also be used in some embodiments.

Referring to FIG. 7, a system 700 for performing the tech-
niques described above includes a register 705 or other vola-
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tile or non-volatile storage device that receives image data
from the ultrasound imaging probe(s) 710 and/or 715 via a
cord or wire, or in some embodiments via wireless commu-
nications. The system also includes a processor 720 that,
based on the image data, uses the techniques described above
to create three-dimensional, time-based images of the region
of interest and determine if the feature being treated has
moved and/or morphed such that the displacement or changes
in shape or size require adjustments to image parameters used
to capture subsequent images. The processor calculates any
necessary adjustments and, in some cases, provides updated
imaging parameters to a controller 730. The controller 730
directs the probe(s) 710 and/or 715 to implement the adjust-
ments either mechanically (e.g., by changing the physical
location of the probe within its housing or implementing
positional adjustments directly or using a brace, arm or other
support device) or electronically (e.g., by altering the power
delivered to the probes and/or frequency of the ultrasound
energy). As such, the feature remains in the region being
imaged throughout the entire imaging and treatment process.

In some embodiments, a display 735 and an associated user
interface may also be included, thus allowing a user to view
and manipulate the images and/or treatment parameters. The
display 735 and user interface can be provided as one integral
unit (as shown) or separate units and may also include one or
more user input devices such as a keyboard and/or mouse.
The display can be passive (e.g., a “dumb” CRT or LCD
screen) or in some cases interactive, facilitating direct user
interaction with the images and models through touch-
screens (using, for example, the physician’s finger as an input
device) and/or various other input devices such as a stylus,
light per, or pointer. The display 735 and input devices may
be in location different from that of the register 705 and/or
processor 720, thus allowing users to receive, view, and
manipulate images in remote locations using, for example,
wireless devices, handheld personal data assistants, notebook
computers, among others.

In various embodiments the register and/or processor may
be provided as either software, hardware, or some combina-
tion thereof. For example, the system may be implemented on
one or more server-class computers, such as a PC having a
CPU board containing one or more processors such as the
Pentium or Celeron family of processors manufactured by
Intel Corporation of Santa Clara, Calif., the 680x0 and
POWER PC family of processors manufactured by Motorola
Corporation of Schaumburg, I11., and/or the ATHLON line of
processors manufactured by Advanced Micro Devices, Inc.,
of Sunnyvale, Calif. The processor may also include a main
memory unit for storing programs and/or data relating to the
methods described above. The memory may include random
access memory (RAM), read only memory (ROM), and/or
FLASH memory residing on commonly available hardware
such as one or more application specific integrated circuits
(ASIC), field programmable gate arrays (FPGA), electrically
erasable programmable read-only memories (EEPROM),
programmable read-only memories (PROM), programmable
logic devices (PLD), orread-only memory devices (ROM). In
some embodiments, the programs may be provided using
external RAM and/or ROM such as optical disks, magnetic
disks, as well as other commonly storage devices.

For embodiments in which the invention is provided as a
software program, the program may be written in any one of
a number of high level languages such as FORTRAN, PAS-
CAL,JAVA, C, C++,C#,LISP. PERL, BASIC or any suitable
programming language. Additionally, the software can be
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implemented in an assembly language and/or machine lan-
guage directed to the microprocessor resident on a target
device.

It will therefore be seen that the foregoing represents an
improved method and supporting system for tracking features
over the course of a medical procedure. The terms and expres-
sions employed herein are used as terms of description and
not of limitation, and thete is no intention, in the use of such
terms and expressions, of excluding any equivalents of the
features shown and described or portions thereof, but it is
recognized that various modifications are possible within the
scope of the invention claimed. Moreover, although the
above-listed text and drawings contain titles headings, it is to
be understood that these title and headings do not, and are not
intended to limit the present invention, but rather, they serve
merely as titles and headings of convenience.

What is claimed is:

1. A computer-implemented method utilizing a processor
executing computer-executable instructions for tracking an
anatomical feature of interest using an imaging device, the
method comprising:

receiving a series of three dimensional images of a region

of interest acquired by the imaging device at a firstimage
acquisition rate, wherein the region of interest includes
the anatomical feature of interest;

determining, by the processor, a location of the anatomical

feature of interest in the region of interest;

receiving temporally-displaced targeted subsets of ultra-

sound images acquired by the imaging device at a sec-
ond image acquisition rate greater than the first image
acquisition rate for the determined location;
comparing, by the processor, each targeted subset with at
least one of the three dimensional images;
determining, by the processor, a displacement of the ana-
tomical feature based on each comparison; and

using the determined displacement to determine whether to

modify a radiation therapy treatment plan.

2. The computer-implemented method of claim 1, further
comprising:

determining if the displacement of the anatomical feature

exceeds a displacement threshold; and

obtaining an updated three dimensional image of the

region of interest according to the first image acquisition
rate prior to a scheduled update.

3. The computer-implemented method of claim 2, wherein
the displacement threshold comprises an upper limit of the
anatomical feature of interest.

4. The computer-implemented method of claim 1, further
comprising:

determining if the displacement exceeds a safety threshold,

and

causing a medical procedure to stop to allow for an adjust-

ment.

5. The computer-implemented method of claim 1, further
comprising adjusting one or more image parameters used in
obtaining the targeted subsets of images based on the dis-
placement.

6. The computer-implemented method of claim 1, further
comprising adjusting at least one of a treatment couch, a
multi-leaf collimator, or a combination thereof in response to
the displacement during treatment of the anatomical feature.

7. The computer-implemented method of claim 1, wherein
the targeted subset comprises a plurality of two dimensional
image slices of the anatomical feature.

8. The computer-implemented method of claim 1, wherein
the targeted subset comprises two or more tracking planes
having two-dimensional images of the region of interest.
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9. The computer-implemented method of claim 8, wherein
one or more of the tracking planes comprise at least one
reconstructed plane including a voxel set attached to a single
plane that passes through the region of interest.

10. The computer-implemented method of claim 8,
wherein the one or more tracking planes comprise a first
tracking plane that is orthogonal to a second tracking plane,
wherein the first tracking plane and the second tracking plane
include two-dimensional images of the region of interest.

11. The computer-implemented method of claim 1,
wherein the targeted subset further comprises a plurality of
three dimensional datasets related to a limited region of inter-
est.

12. The computer-implemented method of claim 11,
wherein the limited region of interest is based at least in part
on an adjusted sector size parameter.

13. The computer-implemented method of claim 11,
wherein the limited region of interest is based at least in part
on an adjusted image depth parameter.

14. The computer-implemented method of claim 11,
wherein the limited region of interest is based at least in part
on an adjusted ultrasound sector angle.

15. The computer-implemented method of claim 1,
wherein obtaining the targeted subsets at the second image
acquisition rate greater than the first image acquisition rate,
further comprises obtaining three dimensional datasets hav-
ing a reduced image resolution.
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16. The computer-implemented method of claim 1, further
comprising obtaining the three dimensional images using at
least one of a motorized probe, a biplanar probe, and a matrix
probe associated with the imaging device.

17. The computer-implemented method of claim 1,
wherein a fiducial is embedded in the anatomical feature, and
wherein comparing each subset with at least one of the three
dimensional images further comprises comparing images of
the fiducial in the subset and the at least one of the three
dimensional images.

18. The computer-implemented method of claim 1,
wherein the anatomical features of a patient comprises at least
one of a target lesion, one or more subsets of the target lesion,
or a fiducial.

19. The computer-implemented method of claim 1,
wherein modifying the radiation therapy treatment plan is
based on a registration algorithm using the displacement to
determine changes in the anatomical feature.

20. The computer-implemented method of claim 19,
wherein the displacement is determined from a partially
updated image.

21. The computer-implemented method of claim 1,
wherein the radiation therapy treatment plan is modified in
real-time.

22. The computer-implemented method of claim 1,
wherein the displacement is a positional displacement deter-
mined in real-time.
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