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1
ULTRASONIC IMAGING APPARATUS AND
ULTRASONIC IMAGE PROCESSING
APPARATUS, METHOD AND PROGRAM

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to an ultrasonic imaging
apparatus for generating ultrasonic images based on recep-
tion signals obtained by transmitting ultrasonic waves and
receiving ultrasonic echoes, and an ultrasonic image process-
ing apparatus for processing image data in such an ultrasonic
imaging apparatus. Further, the present invention relates to an
ultrasonic image processing method and an ultrasonic image
processing program to be used in such an ultrasonic image
processing apparatus.

2. Description of a Related Art

In medical fields, various imaging technologies have been
developed in order to observe the interior of an object to be
inspected and make diagnoses. Especially, ultrasonic imag-
ing for obtaining interior information of the object by trans-
mitting and receiving ultrasonic waves enables image obser-
vation in real time and provides no exposure to radiation
unlike other medical image technologies such as X-ray pho-
tography or RI (radio isotope) scintillation camera. Accord-
ingly, ultrasonic imaging is utilized as an imaging technology
ata high level of safety in a wide band of departments includ-
ing not only the fetal diagnosis in the obstetrics, but also
gynecology, circulatory system, digestive system, etc.

The ultrasonic imaging is an image generation technology
utilizing the nature of ultrasonic waves that they are reflected
ata boundary between regions with different acoustic imped-
ances (e.g., a boundary between structures). Therefore, the
outline of a structure (e.g., internal organs, diseased tissues,
or the like) existing within an object to be inspected such as a
human body can be extracted by transmitting an ultrasonic
beam into the object, receiving ultrasonic echoes generated
within the object, and obtaining reflection points, where the
ultrasonic echoes are generated, and the reflection intensity.

By the way, in an ultrasonic image in which an object
having a nonuniform structure like a living body is imaged, a
pattern, in which bright parts and/or dark parts are scattered,
appears. Such a pattern is called a speckle pattern, and gen-
erated, for example, by interference between ultrasonic ech-
oes reflected by nonuniform tissues existing within an inter-
nal organ or the like. This speckle pattern is a kind of virtual
image, and thereby, the detected outline of the structure or the
like often becomes unclear.

Japanese Patent Application Publication JP-P2003-
61964A discloses an ultrasonic diagnostic apparatus for
smoothing images by utilizing statistical characteristics of a
speckle pattern and extracting minute structures to observe
minute abnormal lesions within a homogeneous tissue struc-
ture such as the stage of liver cirrhosis progression. This
ultrasonic diagnostic apparatus includes analysis calculation
means for extracting a particular signal by using intensity of
echo signals generated from a part of an object to be inspected
or the statistical characteristics of amplitude information, and
display means for displaying aresult extracted by the analysis
calculation means (page 1, FIG. 1).

Further, Japanese Patent Application Publication
JP-P2004-41617A discloses an ultrasonic diagnostic appara-
tus usable for tissue diagnoses by quantifying the fineness of
a speckle pattern contained in an ultrasonic image. This ultra-
sonic diagnostic apparatus includes image forming means for
forming an ultrasonic image based on echo data obtained by
transmitting and receiving ultrasonic waves, binarization pro-
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cessing means for generating plural binarized images by per-
forming binarization processing on the ultrasonic image
while varying threshold levels, region factor means for
obtaining the number of independent regions having high
brightness or low brightness by performing labeling process-
ing with respect to each of the binarized images, and graph
creating means for creating a speckle evaluation graph rep-
resenting the number of individual regions at each of the
threshold level (page 1). According to this ultrasonic diag-
nostic apparatus, since the created speckle evaluation graph
reflects tissue properties, tissue diagnoses can be made by
performing numerical analysis on the graph. Further,
JP-P2004-41617A also discloses that processing of empha-
sizing speckles (processing of removing base components) is
performed prior to binarization processing, and that an image
before binarization and an image after binarization are simul-
taneously displayed.

Further, in Kamiyama et al., “Tissue Characterization
Using Statistical Information from Ultrasound Echo Sig-
nals”, MEDICAL IMAGING TECHNOLOGY, Vol. 21, No.
2, March 2003, pp. 112-116, the general characteristics and
statistical characteristics of a speckle pattern appearing in an
ultrasonic tomographic image is described and study on tis-
sue property diagnoses utilizing such statistical characteris-
tics of the ultrasonic signal is introduced.

As described above, in ultrasonic diagnoses, speckles
appearing in ultrasonic images are extracted, analyzed and
displayed according to diagnostic purposes. Since it is con-
sidered that spackles contain information relating to tissue
properties, it can be usable for diagnoses of tissue properties
to extract and display the speckles. However, the ultrasonic
diagnostic apparatuses disclosed in JP-P2003-61964A and
JP-P2004-41617A are for analysis within a preset region of
interest and for displaying still images of speckles. In order to
further effectively utilize the information relating to the tissue
properties contained in the speckles, it is desirable that
speckle information contained in the entire ultrasonic image
can be analyzed and the analysis results can be displayed as a
moving image. Also, it is considered that users desire such a
function.

Here, as described in Kamiyama, et al., it is conceivable
that the spatial frequency components of a speckle pattern
become relatively high in an ultrasonic image because the
speckle pattern is produced by interference between ultra-
sonic waves. Accordingly, if an ultrasonic image in a specific
relatively high frequency band can be displayed as a moving
image, it would lead to extracting the speckle pattern easier
and supporting diagnosis of tissue properties. However, in the
present circumstances, no ultrasonic imaging apparatus hav-
ing such a function has been proposed.

SUMMARY OF THE INVENTION

The present invention is achieved in view of the above-
mentioned problems. The first purpose of the present inven-
tion is to provide an ultrasonic imaging apparatus, an ultra-
sonic image processing apparatus, an ultrasonic image
processing method and an ultrasonic image processing pro-
gram capable of analyzing speckle information contained in
the entire ultrasonic image and displaying the analysis results
as amoving image. Further, the second purpose of the present
invention is to provide an ultrasonic imaging apparatus, an
ultrasonic image processing apparatus, an ultrasonic image
processing method and an ultrasonic image processing pro-
gram capable of extracting a speckle pattern by displaying an
ultrasonic image, which has spatial frequencies restricted in a
relatively high band, as a moving image.
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In order to solve the above-mentioned problems, an ultra-
sonic imaging apparatus according to a first aspect of the
present invention is an ultrasonic imaging apparatus for trans-
mitting ultrasonic waves toward an object to be inspected and
receiving ultrasonic echoes from the object to display an
ultrasonic image based on the received ultrasonic echoes, and
the apparatus includes: ultrasonic transmitting means for
transmitting ultrasonic waves according to applied drive sig-
nals; ultrasonic receiving means for receiving ultrasonic ech-
oes generated by reflection of the ultrasonic waves transmit-
ted from the ultrasonic transmitting means in the object to
output reception signals; signal processing means for per-
forming signal processing on the reception signals outputted
from the ultrasonic receiving means to generate original data
representing ultrasonic image information on the object;
speckle image generating means for generating speckle
image data representing a speckle image based on the original
data generated by the signal processing means; and speckle
image analysis means for performing analysis of the speckle
image represented by the speckle image data generated by the
speckle image generating means to generate speckle analysis
result image data representing analysis results as a moving
image.

Further, an ultrasonic imaging apparatus according to a
second aspect of the present invention is an ultrasonic imag-
ing apparatus for transmitting ultrasonic waves toward an
object to be inspected and receiving ultrasonic echoes from
the object to display an ultrasonic image based on the
received ultrasonic echoes, and the apparatus includes: ultra-
sonic transmitting means for transmitting ultrasonic waves
according to applied drive signals; ultrasonic receiving means
for receiving ultrasonic echoes generated by reflection of the
ultrasonic waves transmitted from the ultrasonic transmitting
means in the object to output reception signals; signal pro-
cessing means for performing signal processing on the recep-
tion signals outputted from the ultrasonic receiving means to
generate image data representing ultrasonic image informa-
tion on the object; band limited image data generating means
for generating band limited image data representing a band
limited image in which a spatial frequency band thereof is
limited to a range not less than a center frequency of a spatial
frequency band of an ultrasonic image represented by the
image data generated by the signal processing means.

An ultrasonic image processing apparatus according to a
first aspect of the present invention is an ultrasonic image
processing apparatus for processing reception signals, which
are obtained by transmitting ultrasonic waves toward an
object to be inspected and receiving ultrasonic echoes from
the object, to generate ultrasonic image data, and the appara-
tus includes: speckle image generating means for generating
speckle image data representing a speckle image based on
original data generated by performing signal processing on
the reception signals and representing ultrasonic image infor-
mation on the object; and speckle image analysis means for
performing analysis of the speckle image represented by the
speckle image data generated by the speckle image generat-
ing means to generate speckle analysis result image data
representing analysis results as a moving image.

Further, an ultrasonic image processing apparatus accord-
ing to a second aspect of the present invention is an ultrasonic
image processing apparatus for processing reception signals,
which are obtained by transmitting ultrasonic waves toward
anobject to be inspected and receiving ultrasonic echoes from
the object, to generate ultrasonic image data, and the appara-
tus includes: band limited image data generating means for
generating band limited image data representing a band lim-
ited image in which a spatial frequency band thereof'is limited
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to a range not less than a center frequency of a spatial fre-
quency band of an ultrasonic image represented by image
data generated by performing signal processing on the recep-
tion signals and representing ultrasonic image information on
the object; and a digital scan converter for converting a scan
format with respect to the band limited image data to generate
band limited image data for display.

An ultrasonic image processing method according to a first
aspect of the present invention is an ultrasonic image process-
ing method of processing reception signals, which are
obtained by transmitting ultrasonic waves toward an object to
be inspected and receiving ultrasonic echoes from the object,
to generate ultrasonic image data, and the method includes
the steps of: (a) generating speckle image data representing a
speckle image based on original data generated by perform-
ing signal processing on the reception signals and represent-
ing ultrasonic image information on the object; and (b) per-
forming analysis of the speckle image represented by the
speckle image data generated at step (a) to generate speckle
analysis result image data representing analysis results as a
moving image.

An ultrasonic image processing method according to a
second aspect of the present invention is an ultrasonic image
processing method of processing reception signals, which are
obtained by transmitting ultrasonic waves toward an object to
be inspected and receiving ultrasonic echoes from the object,
to generate ultrasonic image data, and the method includes
the steps of: (a) performing signal processing on the reception
signals obtained by receiving the ultrasonic echoes to gener-
ate image data representing ultrasonic image information on
the object; and (b) generating band limited image data repre-
senting a band limited image in which a spatial frequency
band thereof is limited to a range not less than a center
frequency of a spatial frequency band of an ultrasonic image
represented by the image data generated at step (a).

An ultrasonic image processing program according to a
first aspect of the present invention is an ultrasonic image
processing program for processing reception signals, which
are obtained by transmitting ultrasonic waves toward an
object to be inspected and receiving ultrasonic echoes from
the object, to generate ultrasonic image data, and the program
actuates a CPU to execute the procedures of: (a) generating
speckle image data representing a speckle image based on
original data generated by performing signal processing on
the reception signals and representing ultrasonic image infor-
mation on the object; and (b) performing analysis of the
speckle image represented by the speckle image data gener-
ated at procedure (a) to generate speckle analysis result image
data representing analysis results as a moving image.

An ultrasonic image processing program according to a
second aspect of the present invention is an ultrasonic image
processing program for processing reception signals, which
are obtained by transmitting ultrasonic waves toward an
object to be inspected and receiving ultrasonic echoes from
the object, to generate ultrasonic image data, and the program
actuates a CPU to execute the procedures of: (a) performing
signal processing on the reception signals obtained by receiv-
ing the ultrasonic echoes to generate image data representing
ultrasonic image information on the object; and (b) generat-
ing band limited image data representing a band limited
image in which a spatial frequency band thereof is limited to
arange not less than a center frequency of a spatial frequency
band of an ultrasonic image represented by the image data
generated at procedure (a).

According to the first aspect of the present invention, since
a speckle analysis result image is generated by analyzing a
spackle image and displayed as a moving image, medical
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diagnoses by doctors are facilitated and the diagnostic effi-
ciency can be raised, and thereby, the quality of medical
diagnoses can be improved. Further, according to the second
aspect of the present invention, since a band limited image in
which spatial frequencies are limited to a higher band than
those of normal ultrasonic images is generated, spackle pat-
terns generally having high spatial frequencies can be dis-
played in an easily viewable condition. Therefore, in the case
where tissue properties of a part to be observed are deter-
mined based on speckle patterns, the ultrasonic imaging
apparatus etc. having such a function can be utilized for
effective diagnostic support.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram showing a constitution of an
ultrasonic imaging apparatus according to the first embodi-
ment of the present invention;

FIG. 2 is a block diagram showing a constitution of a
speckle analysis section shown in FIG. 1;

FIG. 3 shows an original image represented by original
data;

FIG. 4 shows the original data on an area shown by a solid
line A-A'in FIG. 3;

FIG. 5 is a diagram for explanation of a method of extract-
ing structure image data;

FIGS. 6A and 6B show a speckle image and a structure
image separated from the original image, respectively;

FIG. 7 shows a mixed image of the speckle image and the
structure image;

FIG. 8 is a block diagram showing a constitution of a
speckle analysis section included in an ultrasonic imaging
apparatus according to the second embodiment of the present
invention;

FIG. 9 is a diagram for explanation of frequency charac-
teristics of a LPF and a HPF shown in FIG. 8;

FIGS.10A-10C are diagrams for explanation of frequency
processing in a frequency processing part;

FIG. 11 is a block diagram showing a constitution of a
speckle analysis section included in an ultrasonic imaging
apparatus according to the third embodiment of the present
invention;

FIG. 12 is a block diagram showing a constitution of a
speckle analysis section included in an ultrasonic imaging
apparatus according to the fourth embodiment of the present
invention;

FIG. 13 is a block diagram showing a constitution of a
speckle analysis section included in an ultrasonic imaging
apparatus according to the fifth embodiment of the present
invention;

FIG. 14 is a flowchart showing an ultrasonic image pro-
cessing method;

FIG. 15 is a diagram for explanation of a method of extract-
ing local maximum points of pixels;

FIGS. 16A and 16B are diagrams for explanation of a
method of performing four-point interpolation using square
interpolation masks;

FIGS. 17A and 17B are diagrams for explanation of a
method of performing four-point interpolation using flat
interpolation masks;

FIG. 18 is a flowchart showing another ultrasonic image
processing method;

FIG. 19 is a diagram for explanation of another method of
calculating a pixel value of an interpolation point;

FIG. 20 is a diagram for explanation of frequency range
division processing;
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FIG. 21 is a block diagram showing a constitution of an
ultrasonic imaging apparatus according to the sixth embodi-
ment of the present invention;

FIG. 22 is a diagram for explanation of the operation of a
band limited image generating unit shown in FIG. 21;

FIG. 23 shows a spatial frequency range of an ultrasonic
image represented by image data DT(0);

FIG. 24 is a block diagram showing a constitution of an
ultrasonic imaging apparatus according to the seventh
embodiment of the present invention;

FIGS. 25A to 25C show display formats created in a screen
synthesizing unit shown in FIG. 24;

FIG. 26 is a block diagram showing a constitution of an
ultrasonic imaging apparatus according to the eighth embodi-
ment of the present invention;

FIG. 27 is ablock diagram showing a constitution of a band
limited image analysis unit shown in FIG. 26;

FIGS. 28A to 28C show display formats created in a screen
synthesizing unit shown in FIG. 26;

FIG. 29 is a block diagram showing a constitution of an
ultrasonic imaging apparatus according to the ninth embodi-
ment of the present invention;

FIG. 30 is a diagram for explanation of frequency process-
ing performed in a band limited image analysis unit shown in
FIG. 29,

FIG. 31 is a block diagram showing a constitution of an
ultrasonic imaging apparatus according to the tenth embodi-
ment of the present invention;

FIGS. 32A and 32B are diagrams for explanation of fre-
quency processing performed in the band limited image
analysis unit shown in FIG. 29;

FIG. 33 is ablock diagram showing a constitution of a band
limited image unit included in an ultrasonic imaging appara-
tus according to the eleventh embodiment of the present
invention;

FIG. 34 is a block diagram showing a constitution of an
ultrasonic imaging apparatus according to the twelfth
embodiment of the present invention;

FIG. 35 is a diagram for explanation of frequency process-
ing performed in a band limited image analysis unit shown in
FIG. 34

FIG. 36 shows a spatial frequency range of an ultrasonic
image represented by image data DT(0);

FIG. 37 is a block diagram showing a constitution of the
band limited image analysis unit shown in FIG. 34; and

FIG. 38 is ablock diagram showing a constitution of a band
limited image analysis unit included in an ultrasonic imaging
apparatus according to the thirteenth embodiment of the
present invention.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Hereinafter, embodiments of the present invention will be
described in detail by referring to the drawings. The same
reference numbers will be assigned to the same component
elements and the description thereof will be omitted.

FIG. 1 is a block diagram showing a constitution of an
ultrasonic imaging apparatus according to the first embodi-
ment of the present invention. This ultrasonic imaging appa-
ratus includes an ultrasonic probe 1 for transmitting ultra-
sonic waves and receiving ultrasonic echoes, and an
ultrasonic imaging apparatus main body 2 for controlling the
transmission and reception of ultrasonic waves and generat-
ing an ultrasonic image based on reception signals obtained
by detecting the ultrasonic echoes.
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The ultrasonic probe 1 includes an ultrasonic transducer
array in which plural ultrasonic transducers are arranged.
Each ultrasonic transducer is fabricated by forming elec-
trodes on both ends of a material having a piezoelectric prop-
erty (piezoelectric material) such as a piezoelectric ceramic
represented by PZT (Pb (lead) zirconate titanate) or a poly-
meric piezoelectric element represented by PVDF (polyvi-
nylidene difluoride). When a voltage is applied to the elec-
trodes of such an ultrasonic transducer by sending pulse
electric signals or continuous wave electric signals, the piezo-
electric material expands and contracts to generate ultrasonic
waves. Accordingly, by electronically controlling plural
ultrasonic transducers, pulse or continuous ultrasonic waves
are generated from the ultrasonic transducers. Thereby, an
ultrasonic beam is formed by combining those ultrasonic
waves and an object to be inspected is electronically scanned.
Further, the plural ultrasonic transducers expand and contract
by receiving the propagating ultrasonic waves and generate
electric signals. These electric signals are outputted as recep-
tion signals of the ultrasonic waves. Such an ultrasonic probe
1 is connected to the ultrasonic imaging apparatus main body
2 via a cable.

As the ultrasonic probe 1, a linear array probe in which
plural ultrasonic transducers are arranged in one-dimensional
manner, a sector probe that can sector-scan within the object,
a convex array probe in which plural ultrasonic transducers
are arranged on a convex surface, or the like is used. Further,
a two-dimensional array probe in which plural ultrasonic
transducers are arranged in a two-dimensional manner may
be used. In this case, ultrasonic image on plural different
sections can be obtained without mechanically moving the
ultrasonic probe. Alternatively, as the ultrasonic probe 1, a
probe within body cavity to be inserted into the object for
performing ultrasonic imaging may be used. As the probe
within body cavity, an ultrasonic probe to be used by being
inserted into a treatment tool insertion hole of an endoscope,
and an ultrasonic endoscope integrated with an endoscope is
known. In the probe within body cavity, ultrasonic imaging is
generally performed by a radial scan method. The radial scan
method includes a mechanical radial scan method of trans-
mitting and receiving ultrasonic waves while rotating the
probe and imaging ultrasonic signals in synchronization with
the rotation and an electronic radial scan method of scanning
by electrically controlling plural transducers circularly
arranged. By such scan methods, 360-degree surrounding
region of the probe can be displayed at a time. Alternatively,
as a probe within body cavity using another scan method
other than the radial scan, one provided with a convex array at
the tip end thereof is known.

Referring to FIG. 1, the ultrasonic imaging apparatus main
body 2 includes a console 101, a control unit 102, a storage
unit 103, a scan control unit 104, a drive signal generating unit
105, a transmission and reception switching unit 106, a signal
processing unit 107, an A/D (analog/digital) converter 108, a
phase matching unit 109, a primary memory 110, a speckle
analysis section including a speckle image generating unit
111 and a speckle image analysis unit 112, an image selection
unit 113, a DSC (digital scan converter) 114, a secondary
memory 115, a screen synthesizing unit 116, a D/A (digital/
analog) converter 117 and a display unit 118.

Among these units, at least the control unit 102, the speckle
analysis section including the speckle image generating unit
111 and the speckle image analysis unit 112, the image selec-
tion unit 113, and the DSC 114 form an ultrasonic image
processing apparatus according to the embodiment. Further,
the ultrasonic image processing apparatus may further
include the screen synthesizing unit 116.
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The console 101 is used by a user when various instructions
and information are inputted to the ultrasonic imaging appa-
ratus main body. The console 101 includes an input device
such as a keyboard and touch panel, a pointing device such as
amouse, an adjustment knob, an input button, etc. Further, the
console 101 is provided with a speckle analysis mode button
104 for instructing the start of speckle analysis in the speckle
analysis section, an image selection unit control button 1056
for instructing image selection in the image selection unit
113, and a screen synthesizing unit control button 10¢ for
instructing to select one of a synthesized image and a side-
by-side image or select one of side-by-side image modes in
the screen synthesizing unit 116.

The control unit 102 includes a CPU and software and
controls the respective units of the ultrasonic imaging appa-
ratus.

The storage unit 103 controls a recording medium for
recording a fundamental program (software) for actuating the
CPU included in the ultrasonic imaging apparatus to perform
operation, and programs for performing various kinds of pro-
cessing, and information to be used for those processing, etc.
As the recording medium, not only the built-in hard disk, an
external hard disk, a flexible disk, an MO, an MT, a RAM, a
CD-ROM, a DVD-ROM, or the like may be used.

The scan control unit 104 is controlled to start and stop the
operation by the control unit 102, and sets delay times pro-
vided to drive signals for driving the plural ultrasonic trans-
ducers included in the ultrasonic probe 1 according to direc-
tions in which ultrasonic waves are transmitted. Further,
when a mechanical radial probe is used as the ultrasonic probe
1, the scan control unit 104 controls the motion of a motor for
rotating the probe and controls the transmission directions of
ultrasonic waves in synchronization with the motion.

The drive signal generating unit 105 includes plural pulsers
corresponding to the plural ultrasonic transducers included in
the ultrasonic probe 1. Each pulser generates a drive signal
with predetermined timing under the control by the scan
control unit 104. Thereby, ultrasonic waves are respectively
generated from the plural ultrasonic transducers with prede-
termined time difference.

The transmission and reception switching unit 106
switches between input of the drive signals generated in the
drive signal generating unit 105 to the ultrasonic probe 1 and
load of reception signals in the signal processing unit 107,
which will be described later, with predetermined timing
under the control by the control unit 102. Thus, by limiting the
time period for reading reception signals, ultrasonic echo
signals reflected from a specific depth of the object are
detected.

The signal processing unit 107 includes plural channels
corresponding to the plural ultrasonic transducers. Each of
these channels loads a reception signal outputted from the
corresponding ultrasonic transducer with predetermined tim-
ing and performs signal processing such as amplification,
Nyquist filter processing and so on.

The A/D converter 108 generates reception data by digi-
tally converting analog signals processed in the signal pro-
cessing unit 107.

The phase matching unit 109 performs reception focus
processing by providing delays to the digitally converted
plural reception data and adding them. Thereby, reception
data (sound ray data) representing a reception beam having a
focal point narrowed in the predetermined sound ray direction
is generated. By further performing detection with respect to
waveforms represented by the sound ray data, image data
representing brightness values in plural pixels that form the
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ultrasonic image is obtained. Hereinafter, this image data is
also referred to as “original data”.

The primary memory 110 sequentially stores image data
(original data) generated in the phase matching unit 109. The
original data includes information on a structure within the
object and information on a speckle pattern.

The speckle image generating unit 111 generates speckle
image data frame by frame based on the original data read out
from the primary memory 110 under the control of the control
unit 102. Further, the speckle image analysis unit 112 analy-
ses the speckle image represented by the speckle image data
generated in the speckle image generating unit 111 and gen-
erates speckle analysis result image data representing the
analysis result under the control of the control unit 102.

FIG. 2 is a block diagram showing a constitution of the
speckle analysis section. As shown in FIG. 2, the speckle
image analysis unit 112 includes a switch 11a for alternately
switching output destinations of speckle image data, which is
outputted from the speckle image generating unit 111, frame
by frame, a first speckle image memory 115 for storing
speckle image data for one frame outputted from a first output
terminal of the switch 11a, a second speckle image memory
11c for storing speckle image data for one frame outputted
from a second output terminal of the switch 11a, and a dif-
ference calculation part 11d for calculating differences
between values of the speckle image data for one frame
outputted from the first speckle image memory 115 and val-
ues of the speckle image data for one frame outputted from
the second speckle image memory 11c¢ to generate speckle
analysis result image data representing as a moving image the
speckle change between frames, i.e., change of local maxi-
mum points and local minimum points of the original data
between adjacent two frames.

Referring to FIG. 1 again, under the control of the control
unit 102, the image selection unit 113 selects image data to be
outputted to the DSC 114 from among the original data out-
putted from the speckle image generating unit 111 and the
speckle analysis result image data outputted from the speckle
image analysis unit 112.

The DSC 114 converts the scan format with respect to the
data selected by the image selection unit 113 so as to convert
image data representing image information in the sound ray
direction in the scan space of the ultrasonic beam into image
data for display in physical space. That is, the DSC 114
performs resampling in accordance with an image display
range by performing coordinate conversion and interpolation
according to the scan method of ultrasonic waves. For
example, interpolation processing for generating a linear
image is performed on the image data obtained by the linear
scan. Alternately, polar coordinate conversion and interpola-
tion processing are performed on image data obtained by
sector scan, convex scan, or radial scan.

A STC (sensitivity time control) for correcting distance
attenuation may be provided in the previous stage of the DSC
114. Further, an image processing unit that performs image
processing such as linear gradation processing including gain
adjustment and contrast adjustment, or non-linear gradation
processing including y correction, etc. may be provided in the
subsequent stage of the DSC 114.

The secondary memory 115 stores image data for display
in a format in which raster scan can be performed, for
example.

The screen synthesizing unit 116 generates synthesized
image data representing an image in which an original image
represented by the original data and a speckle analysis result
image are superimposed or side-by-side image data repre-
senting an image in which the original image and the speckle
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analysis result image are arranged side-by-side, based on the
original data and the speckle analysis result image data gen-
erated in the DSC 114 and under the control of the control unit
102. As display formats of images in the synthesized screen,
there are a display format in which the original image and the
speckle analysis result image are arranged side-by-side in the
same size (the first mode side-by-side image), a display for-
mat in which they are arranged side-by-side such that the size
of the original image is made larger than the size of the
speckle analysis result image (the second mode side-by-side
image), a display format in which they are arranged side-by-
side such that the size of the original image is made smaller
than the size of the speckle analysis result image (the third
mode side-by-side image), etc. The screen synthesizing unit
116 selects one mode according to a display format selection
signal outputted from the control unit 102 and generates the
selected one of the first to third mode side-by-side image data.
Further, in the case where the display format is not designated
by the control unit 102, the screen synthesizing unit 116
performs no synthesizing processing on the original image
data and/or speckle analysis result image data and outputs the
data without change.

The D/A converter 117 converts image data read from the
secondary memory 116 into analog signals and outputs them.

The display unit 118 is a CRT display or an LCD display of
a raster scan type, for example, and displays a moving or still
image of the ultrasonic image based on the analog converted
image signals.

Next, the operation of the ultrasonic imaging apparatus
shown in FIG. 1 will be described by referring to FIGS. 1 to
5.

Prior to the start of ultrasonic imaging, the user configures
the settings for displaying images in a desired format by using
the console 101. For example, in the case where the first mode
side-by-side image in which the original image and the
speckle analysis result image are arranged side-by-side in the
same size on the display unit 118, the user presses down the
speckle analysis mode button 10a ofthe console 101, and then
instructs the image selection unit 113 to select the original
image and the speckle analysis result image by using the
image selection unit control button 105, and instructs the
screen synthesizing unit 116 to generated the first mode side-
by-side image by using the screen synthesizing unit control
button 10c.

When the user starts ultrasonic imaging, the control unit
102 outputs control signals for starting ultrasonic imaging to
the respective units. In response thereto, the drive signal
generating unit 105 generates drive signals for driving the
respective ultrasonic transducers of the ultrasonic probe 1 in
accordance with the scan control unit 104 operating under the
control of the control unit 102. Thereby, an ultrasonic beam is
transmitted from the ultrasonic transducers, and an object to
be inspected is scanned by the scan method such as linear
scan, sector scan, convex scan, radial scan, or the like. This
ultrasonic beam is reflected by a reflector existing within the
object, and plural ultrasonic echoes generated by the reflec-
tion are received by the ultrasonic probe 1. The received
ultrasonic echoes are converted into electric signals in the
respective ultrasonic transducers of the ultrasonic probe 1,
and inputted as reception signals to the ultrasonic imaging
apparatus main body 2.

The plural reception signals inputted to the ultrasonic
imaging apparatus main body 2 are subjected to predeter-
mined signal processing and A/D conversion in the signal
processing unit 107, and phase matching and detection pro-
cessing, and then once stored in the primary memory 110 as
original data. When the original data for one frame (frame
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data) are once stored in the primary memory 110, those origi-
nal data are outputted to the speckle image generating unit
111 of the speckle analysis section.

FIG. 3 shows an ultrasonic image (original image) repre-
sented by the stored original data. Further, a curve (1) shown
in FIG. 4 represents original data (brightness values) on an
area shown by a dashed line A-A' in FIG. 3, and a curve (2)
represents a signal on a structure in the dashed line A-A' in
FIG. 3. As shown in FIG. 4, the original data obtained based
on the sound ray data includes one signal representing a
structure and another signal representing an speckle pattern
overlapped each other. Accordingly, as shown in FIG. 3, the
structure and the speckle pattern are mixed in the original
image.

Then, the speckle image generating unit 111 extracts struc-
ture image data from the original data shown in FIG. 4. For
this purpose, at first, the speckle image generating unit 111
obtains a signal representing local maximum points and a
signal representing local minimum points in the original data.
As shown in FIG. 5, the signal representing local maximum
points can be obtained by calculating derivative values at the
respective points in the original data shown by the curve (3),
obtaining each point, at which the derivative value changes
from positive to negative, from those derivative values, and
further, performing linear interpolation between those points.
Similarly, the signal representing local minimum points can
be obtained by obtaining each point, at which the derivative
value changes from positive to negative, from derivative val-
ues at the respective points in the original data shown by the
curve (3), and performing linear interpolation between those
points. In FIG. 5, a curve (4) shows a signal representing the
local maximum points and a curve (5) shows a signal repre-
senting the local minimum points.

Here, ifthe determination is performed simply based on the
derivative values in the original data when local maximum
points or local minimum points are extracted, the case might
occur where the local maximum/minimum points caused by
the speckle and the local maximum/minimum points caused
by the structure are mixed. Accordingly, as a determination
condition as to whether a certain local maximum point or a
certain local minimum point in the original data is employed
ornot, it is desirable to calculate a distance between one point
and the local maximum point or a distance between one point
and local minimum point extracted immediately before, and
to adopt a condition that the point is not employed if the
distance is longer than the wavelength of the transmitted
ultrasonic wave.

Then, the speckle image generating unit 111 obtains a
signal representing average values of the signal representing
the local maximum points and the signal representing the
local minimum points. A curve (6) in FIG. 5 shows the signal
representing average values. The signal representing average
values form the structure image data representing the ultra-
sonic image of the structure (structure image) in the imaging
area. Furthermore, the speckle image generating unit 111
calculates speckle data by subtracting the values represented
by the structure image data from the values represented by the
original data. At that time, an offset value may be added to the
difference values of those according to need. As the offset
value, a fixed value that has been set in advance in the ultra-
sonic imaging apparatus may be used, or a value inputted by
a user may be used.

By performing such calculation processing on frame data
for one frame, a speckle image shown in FIG. 6A and a
structure image shown in FIG. 6B separated from each other
can be obtained. Furthermore, by sequentially performing
such calculation processing on frame data for plural frames,
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speckle image data representing a speckle image as a moving
image and structure image data representing a structure
image as a moving image can be calculated.

Here, in the embodiment, when the signal representing a
structure is obtained, not only a general filter processing but
the local maximum points and local minimum points in the
original data are used for the following reason. That is, the
size of the speckle pattern expressed in the imaging area
(speckle size) differs depending on the depth of the imaging
area. Accordingly, when the filter processing is uniformly
performed on the original data, the case occurs where the
speckles can not be removed completely, or contrary, the
signals representing the structure is removed.

The speckle image generating unit 111 calculates values of
mixed data (mixed data value) using the following equation
based on the value represented by the generated speckle data
(speckle image data value) and the value represented by the
structure image data (structure image data value).

(mixed data value)=(structure image data value)xK+
(speckle image data value)x(1-K)

Where K represents mixing ratio between the structure image
and speckle image, and a desired value within a range
0=K=1 is inputted by using the console 101 by the user.
Thereby, as shown in FIG. 7, the mixed image in which the
structure and speckle pattern are mixed at the desired ratio can
be obtained. If K=0, the mixed image is an image including
only a speckle pattern (i.e., speckle image), and, if K=1, the
mixed image is an image including only a structure (i.e.,
structure image).

The speckle image data representing the speckle image
generated by the speckle image generating unit 111 is
switched frame by frame by the switch 1a in the speckle
image analysis unit 112, and alternately stored in the first
speckle image memory 1156 and the second speckle image
memory 11c. At each time when new speckle image data is
stored in the first and second speckle image memories 114
and 11c¢, the differences between values of the two speckle
image data respectively outputted from the first and second
speckle image memories 115 and 11¢ are calculated in the
difference calculation part 114, and thereby, difference image
data representing a difference of the speckle images between
adjacent two frames is generated as speckle analysis result
image data. Thus, the speckle analysis result image data rep-
resents change information of local maximum points and
local minimum points (change information of speckles) in the
original data between adjacent two frames. Furthermore, by
sequentially generating such difference image data between
frames, speckle analysis result image data representing
speckle analysis results as a moving image.

The image selection unit 113 selects, for example, the
original data outputted from the primary memory 110 and the
speckle analysis result image data (difference image data of
speckle images between frames) outputted from the speckle
image analysis unit 112 according to the control signal from
the control unit 102 for instructing the selection among the
original image, the speckle image and the speckle analysis
result image, and outputs the selected images to the DSC 114.

The screen synthesizing unit 116 generates, for example, a
first mode side-by-side images, in which the original image
and the speckle analysis result image are arranged side-by-
side in the same size, based on the original data and speckle
analysis result image data, which have been scan-converted in
the DSC 114, according to the control signal from the control
unit 102 for instructing the generation of the first mode side-
by-side image.
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The image data representing the first mode side-by-side
images generated in the screen synthesizing unit 116 is con-
verted into analog signals in the D/A converter 117 and out-
putted to the display unit 118. Thereby, the first mode side-
by-side image, in which the original image and the speckle
analysis result image (difference image of the speckle image
between frames) are arranged side-by-side in the same size, is
displayed on the display unit 118. In this regard, by continu-
ously outputting the original image data and the speckle
analysis result image data frame by frame, the first mode
side-by-side images, in which the original image and the
speckle analysis result image are arranged side-by-side in the
same size, can be displayed as a moving image on the display
unit 118.

As described above, according to the embodiment, the
difference image between frames of speckle images can be
generated and displayed as a moving image on the display
unit 118. Further, the synthesized image, in which the original
image and the speckle analysis result image are synthesized
with each other, or the side-by-side images, in which the
original images and the speckle analysis result images are
arranged side-by-side, can be displayed on the display unit
118 according to a choice of the user. Therefore, an appropri-
ate moving image is displayed on the screen according to
diagnostic purposes, and thereby, the diagnoses by doctors
are facilitated and the quality of diagnoses can be improved.

Next, an ultrasonic imaging apparatus according to the
second embodiment of the present invention will be
described.

FIG. 8 is a block diagram showing part of the ultrasonic
imaging apparatus according to the embodiment. As shown in
FIG. 8, the ultrasonic imaging apparatus according to the
embodiment includes a speckle image generating unit 121
and a speckle image analysis unit 122 as a speckle analysis
section. Other constitution and operation are the same as
those in the ultrasonic imaging apparatus shown in FIG. 1.

The speckle image generating unit 121 includes a LPF
(low-pass filter) 12a for extracting low frequency compo-
nents of an image signal represented by the original data
outputted from the first memory 110, a first speckle image
generating part 12¢ for generating first speckle image data
based on the low frequency components extracted by the LPF
12a, a HPF (high-pass filter) 126 for extracting high fre-
quency components of an image signal represented by the
original data outputted from the first memory 110, and a
second speckle image generating part 12d for generating
second speckle image data based on the high frequency com-
ponents extracted by the HPF 124.

Here, the LPF 124 and HPF 125 have frequency character-
istics as shown in FIG. 9. That is, with respect to a substan-
tially center frequency of an original signal band (the fre-
quency range of the image signal represented by the original
data) as a cut-off frequency, the LPF 12a extracts only the
lower frequency range from the original signal band, and the
HPF 125 extracts only the higher frequency range from the
original signal band.

Further, the speckle image analysis unit 122 includes a
switch 12e for selecting one of the speckle image data out-
putted from the first speckle image generating part 12¢ and
the speckle image data outputted from the second speckle
image generating part 124 to output the selected data from an
output terminal under the control of the control unit 102, and
a frequency processing part 12f for generating image data
representing depth-dependent change of low frequency com-
ponent intensity or high frequency component intensity con-
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tained in a speckle image for one frame by performing the
following processing on the speckle image data for one frame
inputted via the switch 12e.

FIGS. 10A-10C are diagrams for explanation of the fre-
quency processing performed on ultrasonic image data
(speckle image data) in the frequency processing part 12f.
FIG. 10A shows a signal representing a brightness value
corresponding one line in the depth direction of the ultrasonic
image data (speckle image data). In FIG. 10A, the horizontal
axis indicates time “t”, and this corresponds to a distance in
the depth direction of the object. Further, FIG. 10B represents
a spatial frequency distribution of the signal shown in FIG.
10A, and the horizontal axis indicates spatial frequency “f”,
and the vertical axis indicates signal intensity. Furthermore,
FIG. 10C shows an analysis result of the signal shown in FIG.
10A, and the horizontal axis indicates time “t”” and the vertical
axis indicates brightness value.

As shown in FIG. 10A, at first, the frequency processing
part 12f extracts a signal with respect to each line from the
ultrasonic image data for one frame, and performs waveform/
frequency transform processing with respect to a time period
having a window width W around time t, with respect to a
signal for one line. As the waveform/frequency transform
processing, a known conversion processing such as fast Fou-
rier transform (FFT) or wavelet transform may be used. In the
embodiment, FFT is used. As a result, the spatial frequency
distribution as shown in FIG. 10B is obtained. The center
frequency or peak frequency £ of the spatial frequency dis-
tribution is used as a representative value (feature quantity) at
time “t”.

The frequency processing part 12falso performs such pro-
cessing on other time periods within a range W/2<t,<T-W/2
by shifting time t,. Here, T represents a time period for one
line. A time interval At, by which the time t,, is shifted, is made
equal to a time interval between sampling points on one line
or larger than the time interval. Further, the relationship
between the time interval At and the window width W is
desirably set to 0<At=W such that there is no gap in a range
to be analyzed. Furthermore, the window width W, the lower
limit W/2 of the time t, and the upper limit (T-W/2) of the
time t, may be varied as long as they satisfy the above con-
dition. Thereby, as shown in FIG. 10C, the analysis result of
the ultrasonic image for one line is obtained. By converting
the intensity at the center frequency or peak frequency f. in
the analysis result into a brightness value, analysis data of the
ultrasonic image is obtained.

Further, by obtaining the representative values where
0<t,<T by performing the same frequency processing with
respect to all lines of the ultrasonic image, analysis data of the
ultrasonic image for one frame is obtained. The image repre-
sented by performing DSC processing on the analysis data
represents depth-dependent change of the spatial frequency
components contained in the ultrasonic image.

The frequency processing part 12f shown in FIG. 8 per-
forms such processing on the speckle images in the low
frequency range or the speckle images in the high frequency
range generated by the speckle image generating unit 121.
Thereby, low frequency component intensity image data or
high frequency component intensity image data representing
depth-dependent change of the low frequency component
intensity or high frequency component intensity contained in
the speckle image for one frame is obtained. The image data
is used as speckle analysis result image data.

Next, an ultrasonic imaging apparatus according to the
third embodiment of the present invention will be described.

FIG. 11 is a block diagram showing a part of the ultrasonic
imaging apparatus according to the embodiment. As shown in



US 8,206,301 B2

15

FIG. 11, the ultrasonic imaging apparatus according to the
embodiment includes a speckle image generating unit 121
and a speckle image analysis unit 130 as a speckle analysis
section. The constitution and operation of the speckle image
generating unit 121 are the same as those described in the
second embodiment. Other constitution and operation are the
same as those in the ultrasonic imaging apparatus shown in
FIG. 1.

The speckle image analysis unit 130 generates speckle
image analysis data representing depth-dependent change of
a difference between low frequency component intensity and
high frequency component intensity contained in a speckle
image for one frame. The speckle image analysis unit 130
includes a first frequency processing part 134, a second fre-
quency processing part 136 and a difference calculation part
13c.

The first frequency processing part 13a performs the fre-
quency processing that has been described by referring to
FIGS. 10A-10C on the first speckle image data outputted
from the first speckle image generating part 12¢ to generate
low frequency component intensity image data representing
depth-dependent change of intensity of low frequency com-
ponent contained in the first speckle image.

The second frequency processing part 136 performs the
frequency processing that has been described by referring to
FIGS. 10A-10C on the second speckle image data outputted
from the second speckle image generating part 124 to gener-
ate high frequency component intensity image data represent-
ing depth-dependent change of intensity of high frequency
component contained in the second speckle image.

The difference calculation part 13¢ calculates differences
between values of the low frequency component intensity
image data outputted from the first frequency processing part
13a and values of the high frequency component intensity
image data outputted from the second frequency processing
part 135 to generate speckle analysis result image data rep-
resenting depth-dependent change of a difference between
the low frequency component intensity in the first speckle
image and the high frequency component intensity in the
second speckle image, as a moving image.

Next, an ultrasonic imaging apparatus according to the
fourth embodiment of the present invention will be described.

FIG. 12 is a block diagram showing part of the ultrasonic
imaging apparatus according to the embodiment. As shown in
FIG. 12, the ultrasonic imaging apparatus according to the
embodiment includes a speckle image generating unit 121
and a speckle image analysis unit 140 as a speckle analysis
section. The constitution and operation of the speckle image
generating unit 121 are the same as those described in the
second embodiment. Other constitution and operation are the
same as those in the ultrasonic imaging apparatus shown in
FIG. 1.

The speckle image analysis unit 140 generates speckle
image analysis data representing change between frames in
the low frequency component intensity or high frequency
component intensity in the speckle image. The speckle image
analysis unit 140 includes a first switch 14a, a frequency
processing part 145, a second switch 14¢, a first frequency
processing memory 14d, a second frequency processing
memory 14e and a difference calculation part 14f.

The first switch 14a selects one of speckle image data
output from the first and second speckle image generating
parts 12¢ and 12d and outputs the selected image data from an
output terminal under the control of the control unit 102.

The frequency processing part 145 by performs the fre-
quency processing that has been described by referring to
FIGS. 10A-10C on the first or second speckle image data
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outputted from the first switch 14a to generate low frequency
component intensity image data representing depth-depen-
dent change of low frequency component intensity in the first
speckle image or high frequency component intensity image
data representing depth-dependent change of high frequency
component intensity in the second speckle image.

The second switch 14¢ switches the low frequency com-
ponent intensity image data or high frequency component
intensity image data, which is outputted from the frequency
processing part 145, frame by frame and alternately outputs
the image data from the first and second output terminals
alternately under the control of the control unit 102.

The first frequency processing memory 144 stores the low
frequency component intensity image data or high frequency
component intensity image data outputted from the first out-
put terminal of the second switch 14¢. The second frequency
processing memory 14e stores the low frequency component
intensity image data or high frequency component intensity
image data outputted from the second output terminal of the
second switch 14c¢.

The difference calculation part 14/ generates differences
between values of the low frequency component intensity
image data or high frequency component intensity image data
read out from the first frequency processing part 144 and
values of the low frequency component intensity image data
or high frequency component intensity image data read out
from the second frequency processing part 14e. Thereby,
speckle analysis result image data representing change
between frames in the depth-dependent change of low fre-
quency component intensity in the first speckle image or the
depth-dependent change of high frequency component inten-
sity in the second speckle image, as a moving image. Thus, a
moving target can be captured.

Next, an ultrasonic imaging apparatus according to the fifth
embodiment of the present invention will be described.

FIG. 13 is a block diagram showing apart of the ultrasonic
imaging apparatus according to the embodiment. As shown in
FIG. 13, the ultrasonic imaging apparatus according to the
embodiment includes a speckle image generating unit 121
and a speckle image analysis unit 150 as a speckle analysis
section. The constitution and operation of the speckle image
generating unit 121 are the same as those described in the
second embodiment. Other constitution and operation are the
same as those in the ultrasonic imaging apparatus shown in
FIG. 1.

The speckle image analysis unit 150 generates speckle
image analysis data representing change between frames in
the low frequency component intensity in the first speckle
image or high frequency component intensity in the second
speckle image. The speckle image analysis unit 150 includes
a first frequency processing part 154, a second frequency
processing part 155, a first difference calculation part 15¢, a
switch 154, a first frequency processing memory 15e, a sec-
ond frequency processing memory 15/ and a second differ-
ence calculation part 15g.

The first frequency processing part 15a performs the fre-
quency processing that has been described by referring to
FIGS. 10A-10C on the first speckle image data outputted
from the first speckle image generating part 12¢ to generate
low frequency component intensity image data representing
depth-dependent change of low frequency component inten-
sity in the first speckle image.

The second frequency processing part 156 performs the
frequency processing that has been described by referring to
FIGS. 10A-10C on the second speckle image data outputted
from the second speckle image generating part 124 to gener-
ate high frequency component intensity image data represent-
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ing depth-dependent change of high frequency component
intensity in the second speckle image.

The first difference calculation part 15¢ calculates differ-
ences between values of the low frequency component inten-
sity image data outputted from the first frequency processing
part 15a and values of the high frequency component inten-
sity image data outputted from the second frequency process-
ing part 155 to generate low and high frequency component
intensity difference image data representing depth-dependent
change of a difference between the low frequency component
intensity in the first speckle image and the high frequency
component intensity in the second speckle image.

The first switch 15d switches the low and high frequency
component intensity difference image data outputted from
the first difference calculation part 15¢ frame by frame to
output the image data from the first and second output termi-
nals alternately under the control of the control unit 102.

The first frequency processing memory 15e stores the low
and high frequency component intensity difference image
data outputted from the first output terminal of the first switch
15d. The second frequency processing memory 15fstores the
low and high frequency component intensity difference
image data outputted from the second output terminal of the
first switch 15d.

The second difference calculation part 15¢g calculates dif-
ferences between values of the low and high frequency com-
ponent intensity image data read out from the first frequency
processing memory 15¢ and values of the low and high fre-
quency component intensity image data read out from the
second frequency processing memory 15f. Thereby, speckle
analysis result image data representing the change between
frames in the depth-dependent change of a difference
between the low frequency component intensity in the first
speckle image and the high frequency component intensity in
the second speckle image, as a moving image.

In the above description, the switch 11a as shown in FIG. 2,
the second switch 14¢ as shown in FIG. 12, and the switch 154
as shown in FIG. 13 have been operated under the control of
the control unit 102, however, they may be operated under the
control of the scan control unit 104.

Further, the speckle analysis section as shown in FIGS. 8,
11, 12 and 13 performs frequency processing of the original
signal by separating the original signal band into the low
frequency range and the high frequency range, however, the
frequency processing may be performed by separating the
original signal band into three or more frequency ranges (e.g.,
three of a low frequency range, a middle frequency range and
a high frequency range).

Furthermore, the speckle image generating unit 111 as
shown in FIG. 1, and the first and second speckle image
generating parts 12¢ and 124 as shown in FIGS. 8 and 11-13
may generate speckle images by using the following two-
dimensional mask processing.

FIG. 14 is a flowchart showing a speckle image generating
method of generating speckle images by using two-dimen-
sional mask processing. This speckle image generating
method is performed on the original data obtained by per-
forming linear scan and characterized by use of two-dimen-
sional mask processing in this regard.

At step S11 in FIG. 14, local maximum points in the origi-
nal image are extracted based on the original data. The local
maximum points can be extracted by the following method,
for example. As shown in FIG. 15, attention is focused on a
certain pixel Y,,, and the pixel value (brightness value) D(Y,,)
of the pixel Y,, and pixel values (Y,,;) to D(Y,,s) of pixels Y,
to Y located in the periphery thereof are compared. Then, if
the pixel value D(Y,,) is larger than the pixel values of the
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surrounding pixels, that is, all of the relational expressions
D(Y,)>(Y,.). D(Y,)>(Y,), D(Y,)>(Y,s). D(Y,)>(Y,.).
D(Yn)>(Yn5)7 D(Yn)>(Yn6)5 D(Yn)>(Yn7)ﬂ and D(Yn)>(Yn8)
are satisfied, Y,, is judged as a local maximum point.

Then, at step S12 in FIG. 14, a pixel value of an interpola-
tion point is calculated by four-point interpolation using
square interpolation masks or flat interpolation masks in
order to interpolate the extracted local maximum points.

FIGS. 16A and 16B are diagrams for explanation of a
method of performing four-point interpolation by using
square interpolation masks, and shaded areas show local
maximum points extracted at step S11. As shown in FIG.
16A, in order to obtain four points to be used for calculating
the pixel value of the interpolation point Y, first, with the
interpolation point Y as a center, surrounding pixels are
divided into four quadrants. Then, by using the square inter-
polation masks M, M, . .. as shown in FIG. 16B sequentially
in ascending order of mask size, the local maximum points
near the interpolation pointY are explored in the first quadrant
to the fourth quadrant, respectively. The pixels Y, to Y, as
shown in FIG. 16A show the local maximum points respec-
tively explored in the first quadrant to the fourth quadrant.

Then, the pixel value D(Y) of the interpolation pointY is
calculated based on the positions of the explored pixels Y, to
Y, and the pixel values D(Y,) to D(Y,). For this purpose, the
pixel value D(Y ;) ata pointY , on one axis including the pixel
Y is calculated by the weighed average method by using the
pixel value D(Y ) of the pixel Y, and the pixel value D(Y,) of
the pixel Y,, and the pixel value D(Y}) at a point Yz on one
axis including the pixel Y is calculated by using the pixel
value D(Y ;) of the pixel Y; and the pixel value D(Y,) of the
pixel Y. Further, the pixel value D(Y) of the interpolation
pointY is calculated by the weighed average method by using
the positions of the points Y, and Y and the pixel values
D(Y ) and D(Yp).

FIGS. 17A and 17B are diagrams for explanation of a
method of performing four-point interpolation by using flat
interpolation masks. In this embodiment, non-square masks
extending in the vertical direction in the drawing (i.e., depth
direction in the object) are used. As shown in FIG. 17A, in
order to obtain four points to be used for calculating the pixel
value of the interpolation point Y, at first, with the interpola-
tion point Y as a center, surrounding pixels are divided into
four quadrants. Then, by using the flat interpolation masks
M,', M,' ... as shown in FIG. 17B sequentially in ascending
order of mask size, the local maximum points near the inter-
polation point Y are explored in the first quadrant to the fourth
quadrant, respectively. In FIG. 17A, the pixels Y5 to Y show
the local maximum points respectively in the first quadrant to
the fourth quadrant.

Then, the pixel value D(Y)' of the interpolation point Y is
calculated based on the positions of the explored pixels Y5 to
Y of the explored local maximum points and the pixel values
D(Y) to D(Yy). The method of calculating the pixel value
D(Y)' is the same as that for the square interpolation masks.

Referring to FIG. 14 again, at step S13, interpolation data
is generated based on the pixel value D(Y) calculated by
using the square interpolation masks and the pixel value
D(Y)' calculated by using the flat interpolation masks.

Here, the image interpolation processed by using the
square interpolation masks is good in continuousness in lat-
eral lines, however, not very good in continuousness in diago-
nal lines. On the other hand, the image interpolation pro-
cessed by using the flat interpolation masks is good in
continuousness in diagonal lines, however, not very good in
continuousness in lateral lines. Accordingly, in the embodi-
ment, the interpolation data is generated by comparing the
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pixel value D(Y) calculated by using the square interpolation
masks and the pixel value D(Y)' calculated by using the flat
interpolation masks, and adopting the value of the larger pixel
value as the pixel value in the interpolation point Y.

Then, at step S14, by using the interpolation data generated
at step S13, interpolation processing is performed with
respect to data at local maximum points extracted at step S11.
Thus generated image data forms structure image data repre-
senting an ultrasonic image of the structure (structure image)
in the imaging region.

Then, at step S15, the speckle image data representing the
speckle image is generated by subtracting the values repre-
sented by the structure image data generated at step S14 from
the values represented by the original data.

According to the speckle image generating method, since
the interpolation processing is performed based on the pixel
values obtained by using the square interpolation masks and
the flat interpolation masks, the structure image good in con-
tinuousness in lateral lines and diagonal lines can be obtained.
Therefore, by using such a structure image, a speckle image
good in separation from the structure can be obtained.

As a modified example of the speckle image processing
method according to the embodiment, interpolation data may
be generated by using one of the square interpolation masks
and the flat interpolation masks at steps S12 and S13 as shown
in FIG. 14. In the case of using the square interpolation
masks, a structure image good in continuousness in lateral
lines can be acquired, and, in the case of using the flat inter-
polation masks, a structure image good in continuousness in
diagonal lines can be acquired. Alternatively, when the inter-
polation data is generated at step S13, it may be selected to use
the pixel values obtained by using the square interpolation
masks, the pixel values obtained by using the flat interpola-
tion masks, or the pixel values selected by comparing those
pixel values. Thereby, a structure image desired by the user
can be acquired.

Furthermore, the speckle image generating unit 111 as
shown in FIG. 1, and the first and second speckle image
generating parts 12¢ and 124 as shown in FIGS. 8 and 11-13
may generate speckle images by using the following two-
dimensional mask processing.

FIG. 18 is a flowchart showing another speckle image
generating method of generating speckle images by using
two-dimensional mask processing. The speckle image gener-
ating method is performed on the original data obtained by
performing sector scan, convex scan or radial scan and char-
acterized by use of two-dimensional mask processing in this
regard.

Atstep S21 shown in FIG. 18, local maximum points in the
original image are extracted based on the original data. Then,
at step S22, interpolation data is generated by calculating the
pixel value of the interpolation point for interpolation of local
maximum points by four-point interpolation by using square
interpolation masks. Note that the extraction processing of
the local maximum points at step S21 and the calculation
processing of the pixel value at S22 are the same as described
atsteps S11 and S12 in FIG. 14 by referring to FIGS. 15-16B.

Then, at step S23, interpolation processing is performed
with respect to data at local maximum points extracted at step
S21 by using the interpolation data generated at step S22, and
further, polar coordinate conversion processing (scan conver-
sion processing) in accordance with the scan method of ultra-
sonic wave is performed. Thereby, image data representing a
sector image, convex image or radial image is generated.
Such image data forms structure image data representing
structure image in the imaging region.
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Then, at step S24, the speckle data representing the speckle
image is generated by subtracting the values represented by
the structure image data from the values represented by the
original data.

According to the speckle image generating method, since
the interpolation processing and the polar coordinate conver-
sion processing are performed based on the pixel value cal-
culated by using the square interpolation masks good in con-
tinuousness in lateral lines, a structure image good in
continuousness can be obtained. Therefore, by using such a
structure image, a speckle image good in separation from the
structure can be obtained.

In the above-mentioned two speckle image generating
methods, the pixel value of the interpolation point is calcu-
lated by performing the four-point interpolation by using
local maximum points, however, the pixel value may be cal-
culated by using other methods. For example, as shown in
FIG. 19, pixel values of the local maximum points Y,, Y,
Y, .. .included within a predetermined range from the inter-
polation point Y (e.g., inside of a circle C1 around the inter-
polation point Y). In this case, the pixel value D(Y) of the
interpolation pointY can be calculated by the following equa-
tion. In the equation (1), d,, d, and d, represent the distances
between the interpolation point Y and the local maximum
points Y,,Y, and Y, respectively.

DY)=(1/d)(1/dy +1/dr+1/d5)x Y, + L

(1/d)(1/dy +1]dy +1]d3)XY, +

(1/ds)(1/dy +1/dr +1]/d3)XY3

According to the method, the time for exploring the pixels
of the local maximum points to be used when the pixel value
of'the pixel Y is calculated can be shortened.

Alternatively, in place of the equation (1), the pixel value of
the pixel Y may be calculated using the following equation (2)
or (3).

DY) =(1/d})(1/d} +1]/d} +1]/d2)xY, + 2)
(L)1 /dE + 1/ +1]d3)xY, +
(L/d)1[d} +1]d5 +1]d5)xY3
DY)=(1/d})1/d} +1/d3 +1/d3)xY, + (€)

(L/dD(A/d} +1]d3 +1]d3)xYs +
(/)L d} +1/d5 +1]d3)xYs

In the case of using the equation (2) or (3), the local maxi-
mum points near the pixel Y exert a larger influence compared
to the case of using the equation (1).

Further, in the above-mentioned two speckle image gener-
ating methods, the structure image data is generated using the
local maximum points in the original image, however, in
place of the local maximum points, local minimum points or
average points of the local maximum points and the local
minimum points may be used.

Furthermore, the speckle image generating unit 111 shown
in FIG. 1, and the first and second speckle image generating
parts 12¢ and 12d shown in FIGS. 8 and 11-13 may perform
the following frequency range division processing on the
speckle image data and the structure image data. The fre-
quency range division processing refers to image processing
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of dividing an ultrasonic image into plural frequency ranges
and enhancing a desired frequency component.

As shown in FIG. 20, when speckle image data or structure
image data (hereinafter, referred to as “image data DT(0)”)
generated in the speckle image generating unit 1a is thinned
outin a down-sampling unit 161, and filter processing such as
Nyquist filter processing is performed on the thinned out data.
By repeating such processing, down-sampling data DT(1),
DT(2),...,DT(N)having low spatial frequency components
are sequentially generated.

Then, in an up-sampling unit 162, value “0” data is inserted
into the (n)th down-sampling data DT(n) (n=1 to N) and filter
processing such as smoothing filter processing is performed.
Thereby, up-sampling data DT(n)"' having the same size as
that of the adjacent (n-1)th data is obtained.

Then, in a subtracting unit 163, subtraction processing is
performed between the (n-1)th down-sampling data DT(n-
1) and the adjacent (n)th up-sampling data DT(n)". Thereby,
subtraction data DS(0) to DS(N-1) are obtained. These sub-
traction data DS(0) to DS(N-1) represent data groups includ-
ing frequency components that are formed by dividing spatial
frequency components f, to f, included in image data DT(0)
into N frequency ranges, respectively. For example, the sub-
traction data DS(n) (n=0 to N-1) includes frequency compo-
nentsf,tof ;.

Then, in a multiplying unit 164, subtraction data DS(0),
DS(1), ..., DS(N-1) are multiplied by weighting factors k,,
k,, ..., ky_,, respectively. Furthermore, the data DS(n)' (n=1
to N-1) multiplied by the weighting factors are up-sampled in
an up-sampling unit 165 so as to have the same data size as
that of the original image data DT(0).

Thus equally sized data DS(0) and DS(1)', DS2), . . .,
DS(N-1)" are added in an adding unit 166. Thereby, data
DT, weighted with respect to each spatial frequency range
are generated. Furthermore, the weighted data DT, and the
original image data DT(0) are multiplied by predetermined
weighting factors K.z and (1-Kz) respectively in a multi-
plying unit 167, and added to each other in an adding unit 168.
Thus, image data DT ;- that has been subjected to the fre-
quency enhancement processing is generated and outputted
to the speckle image analysis units 112, 122, 130, 140 and
150, and the image selection unit 113 (FIG. 1). The weighting
factors k, to k,,_, to be used in the multiplying unit 164 are set
in accordance with the characteristics of the image data to be
processed. The weighting factors k, to k,, , may be stored in
the storage unit 103 as shown in FIG. 1 in advance in asso-
ciation with parameters such as the ultrasonic frequency, the
depth of the object or observation part, alternatively, the user
may input arbitrary values. In the former case, the weighting
factors suitable for those parameters are set, and, in the latter
case, user-desired frequency enhancement effect can be
obtained.

In the case such frequency range division processing is
performed on the speckle image data, speckles in large sizes
are reduced by making the vicinity of the weighting factors k,
and k, smaller and suppressing the smaller frequency com-
ponents. Thereby, an image in which a tissue part is easily
viewable can be obtained in the synthesized image. On the
other hand, in the case such frequency range division process-
ing is performed on the structure image data, the effect that
edges of the structure are made clearer can be obtained by
making the vicinity of the weighting factors k, and k, larger
and emphasizing the larger frequency components.

Further, the speckle image generating unit 111 shown in
FIG. 1, and the first and second speckle image generating
parts 12¢ and 12d shown in FIGS. 8 and 11-13 may perform
various kinds of image processing other than such frequency
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range division processing. Specifically, smoothing filter pro-
cessing, Laplacian filter processing, etc. can be cited.

Next, an ultrasonic imaging apparatus according to the
sixth embodiment of the present invention will be described
by referring to FIGS. 21-23.

FIG. 21 is a block diagram showing part of the ultrasonic
imaging apparatus according to the embodiment. As shown in
FIG. 21, the ultrasonic imaging apparatus according to the
embodiment includes an ultrasonic probe 1 and an ultrasonic
imaging apparatus main body 3. The ultrasonic imaging
apparatus main body 3 includes a console 201 in place of the
console 101 as shown in FIG. 1, and a band limited image
generating unit 202 in place of the speckle analysis section
and the image selection unit 113 as shown in FIG. 1. Further,
in the ultrasonic imaging apparatus main body 3, the screen
synthesizing unit 116 as shown in FIG. 1 is omitted. Other
constitution and operation are the same as those in the ultra-
sonic imaging apparatus shown in FIG. 1.

Of'these units, at least the control unit 102, the band limited
image generating unit 202 and the DSC 114 form an ultra-
sonic image processing apparatus according to the embodi-
ment.

The console 201 includes an input device such as a key-
board and touch panel, a pointing device such as a mouse, an
adjustment knob, an input button, etc., and is used by a user
when various instructions and information are inputted to the
ultrasonic imaging apparatus main body. Further, the console
201 is provided with a band limited image selection button
20a operated by the user for inputting signals used for con-
trolling the operation in the band limited image generating
unit 202.

The band limited image generating unit 202 generates and
outputs band limited image data representing ultrasonic
images with spatial frequencies limited in a predetermined
band based on image data for one frame representing an
ultrasonic image.

FIG. 22 is a diagram for explanation of the operation of the
band limited image generating unit 202, and FIG. 23 shows a
spatial frequency range of an ultrasonic image represented by
image data DT(0) for one frame processed in the band limited
image generating unit 202. In FIG. 23, a spatial frequency f,
represents a center frequency of a spatial frequency range of
the ultrasonic image represented by image data DT(0).

When image data for one frame is accumulated in the
primary memory 110 (FIG. 21), the image data is outputted to
the band limited image generating unit 202. As shown in FIG.
22, the image data DT(0) for one frame is subjected to thin-
ning processing and filter processing such as Nyquist filter
processing in a down-sampling unit 211 (unsharp image pro-
cessing unit). Thereby, down-sampling data LOW(0) having
low spatial frequency components is generated.

Then, the down-sampling data LOW(0) is subjected to
processing of inserting data of value “0” and filter processing
such as smoothing filter processing in the up-sampling unit
202. Thereby, up-sampling data LOW(0)' having the same
size as that of the original image data DT(0) is obtained. The
frequency range of the up-sampling data LOW(0)' corre-
sponds to the region where f<f;, within the curve as shown in
FIG. 23.

Then, processing of subtracting the up-sampling data
LOW(0)' from the image data DT(0) is performed in a sub-
tracting unit (difference processing unit) 213. Thereby, sub-
band data SUB(1) is obtained. As shown in FIG. 23, the
sub-band data SUB(1) is image data representing an ultra-
sonic image with spatial frequencies limited to f=f;,.

Then, the sub-band data SUB(1) is subjected to thinning
processing and predetermined filter processing in a down-
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sampling unit 214. Thus obtained down-sampling SUB_
LOW(1) is subjected to processing of inserting data of value
“0” and filter processing such as smoothing filter processing
in an up-sampling unit 215. Furthermore, in the subtracting
unit 16, by performing processing of subtracting thus
obtained down-sampling SUB_LOW(1)' from sub-band data
SUB(1), sub-band data SUB(2) is obtained. As shown in FIG.
23, the sub-band data SUB(2) is image data representing an
ultrasonic having with spatial frequencies limited to f=f,.
Here, a spatial frequency f, represents a center frequency of
the frequency band where f=f,.

Similarly, by performing processing in a down-sampling
unit 217, an up-sampling unit 218, and a subtracting unit 219
on the sub-band data SUB(2), sub-band data SUB(3) is
obtained. As shown in FIG. 23, the sub-band data SUB(3) is
image data representing an ultrasonic image with spatial fre-
quencies limited to f=f,. Here, spatial frequency f, is a center
frequency of the frequency band where f=f,.

Furthermore, by sequentially performing such processing,
sub-band data SUB(4), SUB(5), . . . are obtained.

A selector 220 selects one of the image data DT(0), the
sub-band data SUB(1), the sub-band data SUB(2), . . . and
output the data according to the band limited image selection
signal outputted from the control unit 102.

Referring to FIG. 21 again, the operation of the ultrasonic
imaging apparatus according to the embodiment will be
described.

Prior to the start of ultrasonic imaging, the user selects the
band limited image selection button of the console 201 to
display images with limited spatial frequencies to a preferred
band on the screen. In response thereto, the band limited
image selection signal is outputted to the band limited image
generating unit 202 from the control unit 102.

Then, when the user starts ultrasonic imaging, the control
unit 102 outputs control signals for starting ultrasonic imag-
ing to the respective units. In response, the ultrasonic probe 1
transmits and receives ultrasonic waves and image data cor-
responding to the reception signals of the ultrasonic waves are
stored in the primary memory 110. Then, when image data for
one frame is accumulated in the primary memory 110, the
image data is outputted to the band limited image generating
unit 202.

In the band limited image generating unit 202, as has been
described by referring to FIG. 22, sub-band data SUB(1),
SUB(2), . . . representing the band limited image with spatial
frequencies limited to a predetermined band are generated.
Then, the data selected by the user from those sub-band data
SUB(1), SUB(2), . . . and the original image data DT(0) is
outputted to the DSC 114. The data outputted from the band
limited image generating unit 202 is subjected to conversion
processing of scan format in the DSC 114, once stored in the
secondary memory 115, converted into analog image signals
inthe D/A converter 117, and supplied to the display unit 118.
Thereby, moving or still image of the band limited image with
spatial frequencies limited to a band of user’s preference or
the original ultrasonic image is displayed on the display unit
118.

The user can display different band limited images on the
display unit 118 by switching the command using the band
limited image selection button 111a even while the band
limited image or the original ultrasonic image is displayed on
the display unit 118.

As described above, according to the embodiment, since
band limited image data is generated by down-sampling pro-
cessing and subtraction (difference) processing, high-speed
processing can be performed and the band limited images can
be displayed nearly in real time. Further, the console is pro-
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vided with the band limited image selection button, and
thereby, the band limited image with spatial frequencies lim-
ited to a band of user’s preference or the original ultrasonic
image can be displayed. Therefore, in the clinical use of
medical diagnoses, the user can display a moving image of
band limited images in which a speckle pattern clearly
appears by switching the band of the band limited images, and
efficiently determine the tissue properties of the part to be
observed within the object based on the band limited images.
Thus, the ultrasonic imaging apparatus according to the
embodiment can be effectively utilized for diagnostic sup-
port.

Next, an ultrasonic imaging apparatus according to the
seventh embodiment of the present invention will be
described by referring to FIGS. 24-25C.

FIG. 24 is a block diagram showing part of the ultrasonic
imaging apparatus according to the embodiment. As shown in
FIG. 24, the ultrasonic imaging apparatus according to the
embodiment includes an ultrasonic probe 1 and an ultrasonic
imaging apparatus main body 4. The ultrasonic imaging
apparatus main body 4 includes a console 301 and a DSC 302
in place of the console 201 and the DSC 114 as shown in FIG.
21, respectively, and further includes a screen synthesizing
unit 303. Other constitution and operation are the same as
those in the ultrasonic imaging apparatus as shown in FIG. 21.

Of these units as shown in FIG. 24, at least the control unit
102, the band limited image generating unit 202 and the DSC
302 form an ultrasonic image processing apparatus according
to the embodiment. Furthermore, the ultrasonic image pro-
cessing apparatus may include the screen synthesizing unit
303.

The console 301 is further provided with a display format
selection button 30a in addition to the band limited image
selection button 20a for selecting a frequency range. The
display format selection button 30a is used when a user inputs
the display format of the synthesized screen, which will be
described later.

The DSC 302 generates image data for display represent-
ing normal ultrasonic images and image data for display
representing band limited images by respectively converting
scan formats with respect to both the image data representing
normal ultrasonic image with unlimited spatial frequencies
and band limited image data outputted from the band limited
image generating unit 202. These image data are stored in the
secondary memory 115.

The screen synthesizing unit 303 creates a synthesized
screen containing two ultrasonic images based on two kinds
of image data generated in the DSC 302 according to the
display format selection signal outputted from the control
unit 102, and generates synthesized image data. The display
format selection signal is outputted from the control unit 102
as the user selects a desired display format by using the
display format selection button 30a.

As the display formats of synthesized screen created in the
screen synthesizing unit 303, for example, the formats as
shown in FIGS. 25A-25C are conceivable. That is, as shown
in FIG. 25A, a normal ultrasonic image 311 and a band
limited image 312 may be displayed side-by-side in the same
size on a screen 310 of the display unit. Further, as shown in
FIG. 25B, a normal ultrasonic image 313 is displayed in a
larger size and a band limited image 314 is displayed in a
smaller size side-by-side. Such a display format is suitable for
the case where the user wishes to observe a part to be observed
in detail with the normal ultrasonic image 313 while referring
to the presence or absence of a speckle pattern or the like with
the band limited image 314. Furthermore, as shown in FIG.
25C, a normal ultrasonic image 315 is displayed in a smaller
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size and a band limited image 314 is displayed in a larger size
side-by-side. Such a display format is suitable for the case
where the user wishes to observe the condition of a speckle
pattern in detail with the band limited image 314 while con-
firming the position and shape of a part to be observed by
referring to the normal ultrasonic image 315.

As described above, according to the embodiment, since
both a normal ultrasonic image with unlimited spatial fre-
quency and a band limited image of user’s preference can be
displayed on a screen in a display format of user’s preference,
the efficiency of medical diagnoses can be further improved.

Next, an ultrasonic imaging apparatus according to the
eighth embodiment of the present invention will be described
by referring to FIGS. 26-28C.

FIG. 26 is a block diagram showing part of the ultrasonic
imaging apparatus according to the embodiment. As shown in
FIG. 26, the ultrasonic imaging apparatus according to the
embodiment includes an ultrasonic probe 1 and an ultrasonic
imaging apparatus main body 5. The ultrasonic imaging
apparatus main body 5 includes a console 401 and a DSC 403
in place of the console 201 and the DSC 114 as shown in FIG.
21, respectively, and further includes a band limited image
analysis unit 402 and a screen synthesizing unit 404. Other
constitution and operation are the same as those in the ultra-
sonic imaging apparatus as shown in FIG. 21.

Of these units as shown in FIG. 26, at least the control unit
102, the band limited image generating unit 202, the band
limited image analysis unit 402 and the DSC 403 form an
ultrasonic image processing apparatus according to the
embodiment. Furthermore, the ultrasonic image processing
apparatus may include the screen synthesizing unit 404.

The console 401 is further provided with a display format
selection button 40a to be used for a user to input the display
format of the synthesized screen and a band limited image
analysis button 405 in addition to the band limited image
selection button 20a for selecting a frequency range. The
band limited image analysis button 405 is used when the user
inputs a command as to whether or not analysis of band
limited image is performed.

The band limited image analysis unit 402 analyzes a band
limited image represented by band limited image data out-
putted from the band limited image generating unit 202.

FIG. 27 is a block diagram showing a constitution of the
band limited image analysis unit 402 as shown in FIG. 26. As
shown in FIG. 27, the band limited image analysis unit 402
includes a switch 414, a first band limited image memory 415,
a second band limited image memory 41¢ and a subtraction
part 41d. The switch 41a selects one of output destinations of
data from the band limited image generating unit 202 under
the control of the control unit 102 to allow the first band
limited image memory 415 and the second band limited
image memory 41c¢ to alternately store band limited image
data for one frame sequentially outputted from the band lim-
ited image generating unit 202. The subtraction part 414
generates frame difference data by performing subtraction
between band limited image data stored in those memories
when the band limited image data is updated in the first band
limited image memory 415 or the second band limited image
memory 41¢. The frame difference data represents time-de-
pendent change of the band limited image data and is output-
ted to the DSC 403 as band limited image analysis data.

Referring to FIG. 26 again, the DSC 403 converts the
respective scan formats of the image data for one frame stored
in the primary memory 110 and representing normal ultra-
sonic images, the band limited image data outputted from the
band limited image generating unit 202, and the band limited
image analysis data outputted from the band limited image

25

40

45

26

analysis unit 402 to generate image data for display repre-
senting normal ultrasonic images, image data for display
representing band limited images, and image data for display
representing analysis results of the limited images. These
kinds of image data are stored in the secondary memory 115.

The screen synthesizing unit 404 creates a synthesized
screen containing one to three ultrasonic image(s) based on
three kinds of image data generated in the DSC 403 according
to the display format selection signal outputted from the
control unit 102 to generate synthesized image data. The
display format selection signal is outputted from the control
unit 102 as the user selects a desired display format by using
the band limited image selection button 40a.

As the display formats of synthesized screen created in the
screen synthesizing unit 404, the format in which only one of
the normal ultrasonic image, the band limited image, and the
analysis image representing the analysis result thereof is dis-
played (single display), or two of them are displayed (dual
display) may be used. In the latter case, for example, the
formats as shown in FIGS. 25A-25C may be used. Alterna-
tively, the format in which all of the normal ultrasonic image,
the band limited image and the analysis image are displayed
(triple display) may be used. In the case of triple display, for
example, as shown in FIG. 28A, a normal ultrasonic image
411, a band limited image 412, and an analysis image 413
may be displayed in the same size. Further, as shown in FIG.
28B, only one of the three images (e.g., an analysis image
414) may be displayed in a larger size, and the rest two images
(e.g., anormal ultrasonic image 415 and a band limited image
416) may be displayed in a smaller size. Such a display format
is suitable for the case where the user wishes to observe the
analysis image detail while confirming the position and shape
of'a part to be observed by referring to the band limited image
and the normal ultrasonic image. Furthermore, as shown in
FIG. 28C, two of the three images (e.g., a band limited image
417 and an analysis image 418) may be displayed in a larger
size, and the rest one image (e.g., a normal ultrasonic image
419) may be displayed in a smaller size. Such a display format
is suitable for the case where the user wishes to observe the
condition of a speckle pattern and the change according to
time thereof in detail represented in the band limited image
and the analysis image while confirming the position and
shape of apart to be observed by referring to the normal
ultrasonic image.

As described above, according to the embodiment, since
the features of the band limited image are analyzed by obtain-
ing the time-dependent change of the band limited image, a
part with drastic time-dependent change of speckle pattern
can be distinguished easily. Therefore, when the tissue prop-
erties of the part to be observed is determined based on the
speckle pattern, the determination becomes easier, and the
quality and efficiency of medical diagnoses can be improved.
Further, according to the embodiment, since whether the
analysis of band limited image is performed or not can be
selected or the pattern of the size of images to be displayed on
the screen can be selected according to the preference of user,
the ultrasonic imaging apparatus becomes user-friendly, and
the apparatus can be effectively utilized for diagnostic sup-
port.

Next, an ultrasonic imaging apparatus according to the
ninth embodiment of the present invention will be described
by referring to FIGS. 29 and 30.

FIG. 29 is a block diagram showing part of the ultrasonic
imaging apparatus according to the embodiment. As shown in
FIG. 29, the ultrasonic imaging apparatus according to the
embodiment includes an ultrasonic probe 1 and an ultrasonic
imaging apparatus main body 6. The ultrasonic imaging
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apparatus main body 6 includes a band limited image analysis
unit 501 in place of the band limited image analysis unit 402
as shown in FIG. 26. Other constitution and operation are the
same as those in the ultrasonic imaging apparatus shown in
FIG. 26.

The band limited image analysis unit 501 analyzes the
band limited image by using frequency processing. The fre-
quency processing is the same as that described referring to
FIGS. 10A-10C in the second embodiment.

Here, as shown in FIG. 10C, the deeper the part, the greater
the spatial frequency attenuates. The reason is that, since
relatively high frequency components of ultrasonic waves
propagating the object are easier to be scattered and ultrasonic
echo signals from the deep part mainly includes relatively low
frequency components, the deeper the part, the lower the
resolving power becomes.

Accordingly, by further making an analysis with respect to
the spatial frequency in a band limited image in which the
spatial frequency range is limited to some degree, a region
characterized by having a high spatial frequency such as a
speckle pattern can be clearly displayed. That is, as shown in
FIG. 30, the spatial frequency attenuates according to the
depth in the band limited image, however, when a speckle
pattern exists in a region at a certain depth, the region is
displayed with high brightness even when the region is
located deep.

Thus, in the embodiment, since a region, in which specific
frequency attenuation is seen, is displayed with high bright-
ness, such region can be distinguished easily. Therefore, this
function is effective for diagnostic support because the deter-
mination becomes easier when medical diagnoses are made
based on speckle patterns, or the like.

Next, an ultrasonic imaging apparatus according to the
tenth embodiment of the present invention will be described
by referring to FIGS. 31-32B.

FIG. 31 is a block diagram showing part of the ultrasonic
imaging apparatus according to the embodiment. The ultra-
sonic imaging apparatus according to the embodiment
includes an ultrasonic probe 1 and an ultrasonic imaging
apparatus main body 7. The ultrasonic imaging apparatus
main body 7 includes a band limited image analysis unit 510
in place of the band limited image analysis unit 501 as shown
in FIG. 29, and further includes a color signal generating unit
511. Other constitution and operation are the same as those in
the ultrasonic imaging apparatus shown in FIG. 29.

The band limited image analysis unit 510 analyzes a band
limited image by using frequency processing that has been
described by referring to FIGS. 10A-10C. In this regard, The
difference (SL-SH) between integration value SL in a range
less than the center frequency or peak frequency £, and inte-
gration value SH in a range equal to or more than the center
frequency or peak frequency f. is used as a representative
value (feature quantity) at time t, as shown in FIG. 32A. In
this case, as shown in FIG. 32B, an analysis result represented
by positive or negative values is obtained according to the
spatial frequency distribution in the interval of the window
width “W” (FIG. 10A).

Furthermore, the band limited image analysis unit 510
generates band limited image analysis data based on the dif-
ference (SL-SH) in the analysis result. That is, color signals
are assigned to the analysis image according to the positive or
negative of the difference (SL-SH) and the absolute values of
the difference values ISL-SHI are converted into brightness
values. Specifically, blue color signals are assigned to regions
where (SL-SH)>0 (regions “B” as shown in FIG. 32B), and
red color signals are assigned to regions where (SL-SH)<0
(regions “R” as shown in FIG. 32B). The assignment of color
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signals is performed in the color signal generating unit 511
based on the analysis result in the band limited image analysis
unit 510.

An image represented by performing DSC processing on
the band limited image analysis data expresses depth-depen-
dent change of high and low frequency difference contained
in the band limited image.

Here, as has been described above, since the deeper the
part, the greater the spatial frequency attenuates in the ultra-
sonic image, the low spatial frequency components are nor-
mally dominant and the difference (SL-SH) becomes posi-
tive. However, in a region having high spatial frequency
components such as a speckle pattern, the high spatial fre-
quency components are normally dominant and the differ-
ence (SL-SH) becomes negative.

In the embodiment, since the region, where such specific
frequency attenuation is seen, is displayed in a different color
(e.g., red relative to blue), such a region can be distinguished
easily, and the function can be effectively utilized for diag-
nostic support when medical diagnoses are performed based
on speckle patterns.

Next, an ultrasonic imaging apparatus according to the
eleventh embodiment of the present invention will be
described by referring to FIGS. 29 and 33.

The ultrasonic imaging apparatus according to the embodi-
ment includes a band limited image analysis unit 520 as
shown in FIG. 33 in place of the band limited image analysis
unit 501 as shown in FIG. 29. Other constitution and opera-
tion are the same as those in the ultrasonic imaging apparatus
as shown in FIG. 29.

As shown in FIG. 33, the band limited image analysis unit
520 includes a frequency processing part 52a, a switch 525, a
first frequency processing memory 52¢, a second frequency
processing memory 524 and a subtraction part 52e.

The frequency processing part 52a generates analysis data
representing depth-dependent change of spatial frequency
components contained in the band limited image by perform-
ing waveform/frequency transform processing with respect to
each line on the band limited image data outputted from the
band limited image generating unit 202. The frequency pro-
cessing and the operation of generating analysis data of the
band limited image in the frequency processing part 52a are
the same as those described in the ninth embodiment of the
present invention.

The switch 525 selects one of output destinations of data
from the frequency processing part 52a under the control of
the control unit 102 to allow the first frequency processing
memory 52¢ and the second frequency processing memory
52d to alternately store analysis data for one frame sequen-
tially outputted from the frequency processing part 52a. The
subtraction part 52e generates frame difference data by per-
forming subtraction between analysis data respectively
stored in those memories when the analysis data is updated in
the first frequency processing memory 52¢ or the second
frequency processing memory 52d. The frame difference data
is outputted to the DSC 403 as band limited image analysis
data.

Thus, time-dependent change of the depth-dependent
change of the spatial frequency components contained in the
band limited image can be imaged by obtaining differences
between frames of the analysis data that has been obtained by
performing frequency processing on the band limited image.
Therefore, this function is effective for diagnostic support
when medical diagnoses are made based on speckle patterns
because a part where specific frequency attenuation appears
in a specific pattern and the time-dependent change of speckle
pattern is drastic can be distinguished easily, for example.
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As amodified example of the ultrasonic imaging apparatus
according to the present invention, when the analysis data is
generated in the frequency processing part 52a, the difference
(SL-SH) may be used as a representative value at time t,, like
in the tenth embodiment (FIGS. 32A and 32B) of the present
invention. In this case, band limited image analysis data is
generated by performing frame difference processing on the
difference (SL-SH) obtained by frequency processing,
assigning color signals according to positive and negative of
values after frame difference processing, and converting the
absolute values after frame difference processing into bright-
ness values.

Next, an ultrasonic imaging apparatus according to the
twelfth embodiment of the present invention will be
described by referring to FIGS. 34-37.

FIG. 34 is a block diagram showing part of the ultrasonic
imaging apparatus according to the embodiment. As shown in
FIG. 34, the ultrasonic imaging apparatus according to the
embodiment includes an ultrasonic probe 1 and an ultrasonic
imaging apparatus main body 8. The ultrasonic imaging
apparatus main body 8 includes a band limited image gener-
ating unit 601 and a band limited image analysis unit 602 in
place of the band limited image generating unit 202 and the
band limited image analysis unit 402 as shown in FIG. 26.
Other constitution and operation are the same as those in the
ultrasonic imaging apparatus shown in FIG. 26.

The band limited image generating unit 601 generates and
outputs band limited image data having different frequency
range from each other based on image data for one frame
representing an ultrasonic image.

FIG. 35 is a diagram for explanation of the operation of the
band limited image generating unit 601, and FIG. 36 shows a
spatial frequency range of an ultrasonic image represented by
image data DT(0) for one frame processed in the band limited
image generating unit 601. In FIG. 36, the spatial frequency f,,
is the center frequency of the spatial frequency range of the
ultrasonic image represented by image data DT(0).

As shown in FIG. 35, the image data DT(0) for one frame
outputted from the primary memory 110 is subjected to thin-
ning processing and filter processing such as Nyquist filter
processing in a down-sampling unit 61. Thereby, down-sam-
pling data LOW(0) having low spatial frequency components
is generated.

Then, the down-sampling data LOW(0) is subjected to
processing of inserting data of value “0” and filter processing
such as smoothing filter processing in the up-sampling unit
62. Thereby, up-sampling data LOW(0)' having the same size
as that of the original image data DT(0) is obtained. By
performing processing of subtracting the up-sampling data
LOW(0)' from the image data DT(0) in a subtracting unit 63,
sub-band data SUB(1) is obtained.

Then, the sub-band data SUB(1) is subjected to thinning
processing and predetermined filter processing in a down-
sampling unit 64. Thus obtained down-sampling data SUB_
LOW(0) is subjected to processing of inserting data of value
“0” and filter processing such as smoothing filter processing
in an up-sampling unit 65, thereby up-sampled so as to have
the same size as that of the original image data. Thus obtained
data BAND(1) is outputted as first band limited image data
(OUTPUT 1). As shown in FIG. 36, the first band limited
image data BAND(1) is image data representing an ultrasonic
image with spatial frequencies limited to f,=f=f,. Here, a
spatial frequency f, is a center frequency in the frequency
band f=f,.

Furthermore, by performing processing of subtracting the
data BAND(1) from the sub-band data SUB(1) in a subtract-
ing unit 66, data BAND(2) is obtained. The data BAND(2) is
outputted as second band limited image data (OUTPUT 2).
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As shown in FIG. 36, the second band limited image data
BAND(2)is image data representing an ultrasonic image with
spatial frequencies limited to f=f,.

In the embodiment, plural band limited images in which
bands are not superimposed on one another can be generated
by the processing.

Referring to FIG. 34 again, the band limited image analysis
unit 602 analyzes band limited images represented by two
kinds of band limited image data BAND(1) and BAND(2)
generated in the band limited image generating unit 601.

FIG. 37 is a block diagram showing a constitution of the
band limited image analysis unit 602. As shown in FIG. 37,
the band limited image analysis unit 602 includes a first
frequency processing part 60a, a second frequency process-
ing part 605 and a subtraction part 60c.

The first frequency processing part 60a generates analysis
data of the first band limited image by performing waveform/
frequency transform processing on the first band limited
image data BAND(1) (OUTPUT 1) outputted from the band
limited image generating unit 601. On the other hand, the
second frequency processing part 605 generates analysis data
of the second band limited image by performing waveform/
frequency transform processing on the second band limited
image data BAND(2) (OUTPUT 2) outputted from the band
limited image generating unit 601. The first and second fre-
quency processing part 60a and 605 perform frequency pro-
cessing that has been described by referring to FIGS. 10A-
10C in the second embodiment. That is, a representative value
(feature quantity) at time t,, is obtained by performing FFT
processing on signals for one line contained in the respective
band limited image data. Thus obtained analysis data of first
and second band limited images represent depth-dependent
change of spatial frequency components contained in the
respective band limited images.

The subtraction part 60c generates frequency difference
data by performing subtraction between analysis data respec-
tively outputted from the first and second frequency process-
ing part 60a and 605. The frequency difference data is out-
putted to the DSC 403 as band limited image analysis data.

Thus, the depth-dependent change of the intensity differ-
ences between the low frequency components and high fre-
quency components contained in band limited images can be
imaged by obtaining differences of analysis data based on the
two kinds of band limited images in different bands.

Next, an ultrasonic imaging apparatus according to the
thirteenth embodiment of the present invention will be
described.

The ultrasonic imaging apparatus according to the embodi-
ment includes a band limited image analysis unit 701 as
shown in FIG. 38 in place of the band limited image analysis
unit 602 as shown in FIG. 34. Other constitution and opera-
tion are the same as those in the ultrasonic imaging apparatus
as shown in FIG. 34.

As shown in FIG. 38, the band limited image analysis unit
701 includes a first processing part 70a, a second processing
part 705, a first subtraction part 70c, a switch 70d, a first
frequency processing memory 70e, a second frequency pro-
cessing memory 70f and a second subtraction part 70g. The
constitution and operation of the first processing part 70a, the
second processing part 705 and the first subtraction part 70¢
are the same as those of the first processing part 60a, the
second processing part 605 and the subtraction part 60c as
shown in FIG. 37, respectively.

The switch 70d selects one of output destinations of data
from the subtraction part 70¢ under the control of the control
unit 102 to allow the first frequency processing memory 70e
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and the second frequency processing memory 70f to alter-
nately store frequency difference data for one frame sequen-
tially outputted from the subtraction part 70c. The subtraction
part 70g generates frame difference data by performing sub-
traction between frequency difference data respectively
stored in those memories when the frequency difference data
is updated in the first frequency processing memory 70e or the
second frequency processing memory 70f. The frame differ-
ence data is outputted to the DSC 403 as band limited image
analysis data.

Thus, by obtaining differences between frames of the two
kinds of analysis data based on two band limited images in
different bands, it becomes possible to obtain image data
representing time-dependent change of the depth-dependent
change of the intensity difference between the low frequency
component and the high frequency component contained in
the band limited images.

The invention claimed is:

1. An ultrasonic imaging apparatus for transmitting ultra-
sonic waves toward an object to be inspected and receiving
ultrasonic echoes from the object to display an ultrasonic
image based on the received ultrasonic echoes, said apparatus
comprising:

ultrasonic transmitting and receiving means for transmit-
ting ultrasonic waves according to applied drive signals,
and receiving ultrasonic echoes reflected from the object
to output reception signals;

signal processing means for performing signal processing
on the reception signals outputted from said ultrasonic
transmitting and receiving means to generate original
data representing ultrasonic image information on the
object;

speckle image generating means for generating speckle
image data representing a speckle image based on the
original data generated by said signal processing means;

speckle image analysis means for generating speckle
analysis result image data representing a change of
speckle images between adjacent two frames as a mov-
ing image based on the speckle image data generated by
said speckle image generating means; and

displaying means for displaying said analysis results rep-
resented by said speckle analysis result image data;

wherein said speckle image generating means generates
structure image data based on at least one of (i) a first
signal representing local maximum points extracted
from the original data and interpolation points obtained
by interpolation between the local maximum points, (ii)
a second signal representing local minimum points
extracted from the original data and interpolation points
obtained by interpolation between the local minimum
points, and (iii) a third signal representing average val-
ues of the first signal and the second signal, and gener-
ates the speckle image data by subtracting values repre-
sented by the structure image data from values
represented by the original data.

2. An ultrasonic imaging apparatus according to claim 1,

wherein said speckle image analysis means includes:

switch means for switching the speckle image data gener-
ated by said speckle image generating means frame by
frame to output the speckle image data from a first output
terminal and a second output terminal alternately;

a first storage unit for storing the speckle image data of one
frame outputted from the first output terminal of said
switch means;

a second storage unit for storing the speckle image data of
another frame outputted from the second output terminal
of said switch means; and
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difference calculating means for calculating differences
between values of the speckle image data stored in said
first storage unit and values of the speckle image data
stored in said second storage unit.

3. An ultrasonic imaging apparatus according to claim 1,
wherein:

said speckle image generating means includes a plurality

of speckle image generating units for respectively gen-
erating plural pieces of speckle image data based on
different frequency range components contained in the
original data generated by said signal processing means;
and

said speckle image analysis means includes switch means

for selecting one of the plural pieces of speckle image
data generated by said plurality of speckle image gener-
ating units to output the selected speckle image data, and
frequency processing means for performing frequency
processing on the speckle image data outputted from
said switch means.

4. An ultrasonic imaging apparatus according to claim 3,
wherein said frequency processing means performs wave-
form/frequency transform processing on the speckle image
data to obtain a space frequency distribution within a time
window and a representative frequency of the space fre-
quency distribution and converting an intensity at the repre-
sentative frequency into a bright value while shifting the time
window on each line.

5. An ultrasonic imaging apparatus according to claim 1,
wherein:

said speckle image generating means includes a first

speckle image generating unit for generating first
speckle image data based on lower frequency compo-
nents contained in the original data generated by said
signal processing means, and a second speckle image
generating unit for generating second speckle image
data based on higher frequency components contained
in the original data generated by said signal processing
means; and

said speckle image analysis means includes first frequency

processing means for performing frequency processing
on the first speckle image data generated by said first
speckle image generating unit, second frequency pro-
cessing means for performing frequency processing on
the second speckle image data generated by said second
speckle image generating unit, and difference calculat-
ing means for calculating differences between values of
the first speckle image data on which frequency process-
ing is performed by said first frequency processing
means and values of the second speckle image data on
which frequency processing is performed by said second
frequency processing means.

6. An ultrasonic imaging apparatus according to claim 5,
wherein each of said first and second frequency processing
means performs waveform/frequency transform processing
on the speckle image data to obtain a space frequency distri-
bution within a time window and a representative frequency
of the space frequency distribution and converting an inten-
sity at the representative frequency into a bright value while
shifting the time window on each line.

7. An ultrasonic imaging apparatus according to claim 1,
wherein said speckle image generating means includes a plu-
rality of speckle image generating units for respectively gen-
erating plural pieces of speckle image data based on different
frequency range components contained in the original data
generated by said signal processing means; and

said speckle image analysis means includes first switch

means for selecting one of the plural pieces of speckle
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image data generated by said plurality of speckle image
generating units to output the selected speckle image
data, frequency processing means for performing fre-
quency processing on the speckle image data selected by
said first switch means, second switch means for switch-
ing the speckle image data outputted from said fre-
quency processing means frame by frame to output the
speckle image data to two storage units alternately, and
difference calculating means for calculating differences
between values of the speckle image data stored in said
two storage units frame by frame.

8. An ultrasonic imaging apparatus according to claim 7,
wherein said frequency processing means performs wave-
form/frequency transform processing on the speckle image
data to obtain a space frequency distribution within a time
window and a representative frequency of the space fre-
quency distribution and converting an intensity at the repre-
sentative frequency into a bright value while shifting the time
window on each line.

9. An ultrasonic imaging apparatus according to claim 1,
wherein:

said speckle image generating means includes a first

speckle image generating unit for generating first
speckle image data based on lower frequency compo-
nents contained in the original data generated by said
signal processing means, and a second speckle image
generating unit for generating second speckle image
data based on higher frequency components contained
in the original data generated by said signal processing
means; and

said speckle image analysis means includes first frequency

processing means for performing frequency processing
on the first speckle image data generated by said first
speckle image generating unit, second frequency pro-
cessing means for performing frequency processing on
the second speckle image data generated by said second
speckle image generating unit, first difference calculat-
ing means for generating speckle image difference data
by calculating differences between values of the first
speckle image data on which frequency processing is
performed by said first frequency processing means and
values of the second speckle image data on which fre-
quency processing is performed by said second fre-
quency processing means, switch means for switching
the speckle image difference data outputted from said
first difference calculating means frame by frame to
output the speckle image difference data to first storage
unit and second storage unit alternately, and second dif-
ference calculating means for calculating differences
between values of the speckle image difference data
stored in said first storage unit and values of the speckle
image difference data stored in said second storage unit.

10. An ultrasonic imaging apparatus according to claim 9,
wherein each of said first and second frequency processing
means performs waveform/frequency transform processing
on the speckle image data to obtain a space frequency distri-
bution within a time window and a representative frequency
of the space frequency distribution and converting an inten-
sity at the representative frequency into a bright value while
shifting the time window on each line.

11. An ultrasonic imaging apparatus according to claim 1,
wherein said speckle image generating means obtains a pixel
value of an interpolation point by dividing an ultrasonic
image into four two-dimensional areas with the interpolation
point as a reference and performing four-point interpolation
processing by employing one of four local maximum points,
four local minimum points, and four average points of the
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respective local maximum points and the respective local
minimum points, selected in the four two-dimensional areas.

12. An ultrasonic imaging apparatus according to claim 11,
wherein said speckle image generating means selects one of
the four local maximum points, the four local minimum
points and the four average points by using square interpola-
tion masks.

13. An ultrasonic imaging apparatus according to claim 11,
wherein said speckle image generating means selects one of
the four local maximum points, the four local minimum
points and the four average points by using flat interpolation
masks.

14. An ultrasonic imaging apparatus according to claim 11,
wherein said speckle image generating means obtains a pixel
value of the interpolation point by comparing pixel values
based on one of the four local maximum points, the four local
minimum points and the four average points selected by using
square interpolation masks and pixel values based on one of
the four local maximum points, the four local minimum
points and the four average points selected by using flat
interpolation masks.

15. An ultrasonic imaging apparatus according to claim 1,
wherein said speckle image generating means obtains a pixel
value of the interpolation point based on (i) pixel values of
points selected from among the local maximum points, the
local minimum points or the average points extracted from
the original data and (ii) distances of the selected points and
said interpolation point, or squares or third powers of the
distances.

16. An ultrasonic imaging apparatus according to claim 1,
further comprising:

operation means having a speckle analysis mode button for

activating at least one of said speckle image generating
means and said speckle image analysis means.

17. An ultrasonic imaging apparatus according to claim 16,
wherein:

said operation means further has a control button to be used

by an operator to select an image to be displayed on a
screen from among a speckle image represented by the
speckle image data and a speckle analysis result image
represented by the speckle analysis result image data;
and

said apparatus further comprises image selection means for

selecting image data representing the image selected by
the operator by using said control button to output the
selected image data.

18. An ultrasonic imaging apparatus according to claim 16,
wherein:

said operation means further has a control button to be used

by an operator to select a size of the original image and
the speckle analysis result image; and

said apparatus further comprises image synthesizing

means for generating a side-by-side image in which the
original image represented by the original data and the
speckle analysis result image represented by the speckle
analysis result image data are arranged in the size
selected by the operator by using said control button.

19. An ultrasonic image processing apparatus for process-
ing reception signals, which are obtained by transmitting
ultrasonic waves toward an object to be inspected and receiv-
ing ultrasonic echoes from the object, to generate ultrasonic
image data, said apparatus comprising:

speckle image generating means for generating speckle

image data representing a speckle image based on origi-
nal data generated by performing signal processing on
the reception signals and representing ultrasonic image
information on the object;
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speckle image analysis means for generating speckle
analysis result image data representing a change of
speckle images between adjacent two frames as a mov-
ing image based on the speckle image data generated by
said speckle image generating means; and

displaying means for displaying said analysis results rep-
resented by said speckle analysis result image data;

wherein said speckle image generating means generates
structure data based on at least one of (i) a first signal
representing local maximum points extracted from the
original data and interpolation points obtained by inter-
polation between the local maximum points, (ii) a sec-
ond signal representing local minimum points extracted
from the original data and interpolation points obtained
by interpolation between the local minimum points, and
(iii) a third signal representing average values of the first
signal and the second signal, and generates the speckle
image data by subtracting values represented by the
structure image data from values represented by the
original data.

20. An ultrasonic image processing method of processing
reception signals, which are obtained by transmitting ultra-
sonic waves toward an object to be inspected and receiving
ultrasonic echoes from the object, to generate ultrasonic
image data, said method comprising the steps of:

(a) generating speckle image data representing a speckle
image based on original data generated by performing
signal processing on the reception signals and represent-
ing ultrasonic image information on the object;

(b) generating speckle analysis result image data represent-
ing a change of speckle images between adjacent two
frames as a moving image based on the speckle image
data generated at step (a); and

(c) displaying said analysis results represented by said
speckle analysis result image data;

wherein step (a) includes generating structure image data
based on at least one of (i) a first signal representing local
maximum points extracted from the original data and
interpolation points obtained by interpolation between
the local maximum points, (ii) a second signal represent-
ing local minimum points extracted from the original
data and interpolation points obtained by interpolation
between the local minimum points, and (iii) a third sig-
nal representing average values of the first signal and the
second signal, and generating the speckle image data by
subtracting values represented by the structure image
data from values represented by the original data.

21. An ultrasonic image processing method according to
claim 20, wherein step (b) includes calculating differences
between values of the speckle image data in adjacent two
frames generated at step (a).

22. An ultrasonic image processing method according to
claim 20, wherein:

step (a) includes generating plural kinds of speckle image
data based on different frequency band components con-
tained in the original data; and

step (b) includes selecting one of the plural kinds of speckle
image data generated at step (a) and performing wave-
form/frequency transform processing on the selected
speckle image data.

23. An ultrasonic image processing method according to

claim 20, wherein:

step (a) includes generating first speckle image data based
on lower frequency components contained in the origi-
nal data and generating second speckle image data based
on higher frequency components contained in the origi-
nal data; and
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step (b) includes performing waveform/frequency trans-
form processing on the first and second speckle image
data and calculating differences between values of the
processed first speckle image data and values of the
processed second speckle image data.

24. An ultrasonic image processing method according to

claim 20, wherein:

step (a) includes generating plural kinds of speckle image
data based on different frequency band components con-
tained in the original data; and

step (b) includes selecting one of the plural kinds of speckle
image data generated at step (a), performing waveform/
frequency transform processing on the selected speckle
image data, and calculating differences between values
of the processed speckle image data in adjacent two
frames.

25. An ultrasonic image processing method according to

claim 20, wherein:

step (a) includes generating first speckle image data based
on lower frequency components contained in the origi-
nal data and generating second speckle image data based
on higher frequency components contained in the origi-
nal data; and

step (b) includes performing waveform/frequency trans-
form processing on the first and second speckle image
data, generating speckle image difference data by cal-
culating differences between values of the processed
first speckle image data and values of the processed
second speckle image data, and calculating differences
between values of the speckle image difference data in
adjacent two frames.

26. An ultrasonic image processing program, embodied in
non- transitory form on a computer readable medium, for
processing reception signals, which are obtained by transmit-
ting ultrasonic waves toward an object to be inspected and
receiving ultrasonic echoes from the object, to generate ultra-
sonic image data, said program actuating a CPU to execute
the procedures of:

(a) generating speckle image data representing a speckle
image based on original data generated by performing
signal processing on the reception signals and represent-
ing ultrasonic image information on the object;

(b) generating speckle analysis result image data represent-
ing a change of speckle images between adjacent two
frames as a moving image based on the speckle image
data generated at procedure (a); and

(c) providing said speckle analysis result image data gen-
erated at procedure (b) to a displaying device;

wherein procedure (a) includes generating structure image
data based on at least one of (i) a first signal representing
local maximum points extracted from the original data
and interpolation points obtained by interpolation
between the local maximum points, (ii) a second signal
representing local minimum points extracted from the
original data and interpolation points obtained by inter-
polation between the local minimum points, and (iii) a
third signal representing average values of the first sig-
nal and the second signal, and generating the speckle
image data by subtracting values represented by the
structure image data from values represented by the
original data.

27. An ultrasonic image processing program according to
claim 26, wherein procedure (b) includes calculating differ-
ences between values of the speckle image data in adjacent
two frames generated at procedure (a).
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28. An ultrasonic image processing program according to
claim 26, wherein:

procedure (a) includes generating plural kinds of speckle
image data based on different frequency band compo-
nents contained in the original data; and

procedure (b) includes selecting one of the plural kinds of
speckle image data generated at procedure (a) and per-
forming waveform/frequency transform processing on
the selected speckle image data.
29. An ultrasonic image processing program according to
claim 26, wherein:

procedure (a) includes generating first speckle image data
based on lower frequency components contained in the
original data and generating second speckle image data
based on higher frequency components contained in the
original data; and

procedure (b) includes performing waveform/frequency
transform processing on the first and second speckle
image data and calculating differences between values
of the processed first speckle image data and values of
the processed second speckle image data.
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30. An ultrasonic image processing program according to
claim 26, wherein:

procedure (a) includes generating plural kinds of speckle
image data based on different frequency band compo-
nents contained in the original data; and

procedure (b) includes selecting one of the plural kinds of
speckle image data generated at procedure (a), perform-
ing waveform/frequency transform processing on the
selected speckle image data, and calculating differences
between values of the processed speckle image data in
adjacent two frames.

31. An ultrasonic image processing program according to

claim 26, wherein:

procedure (a) includes generating first speckle image data
based on lower frequency components contained in the
original data and generating second speckle image data
based on higher frequency components contained in the
original data; and

procedure (b) includes performing waveform/frequency
transform processing the first and second speckle image
data, generating speckle image difference data by cal-
culating differences between values of the processed
first speckle image data and values of the processed
second speckle image data, and calculating differences
between values of the speckle image difference data in
adjacent two frames.
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