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ULTRASOUND IMAGING SYSTEM MEMORY
ARCHITECTURE

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims the benefit of U.S. Provi-
sional Patent Application No. 61/691,717, filed on Aug. 21,
2012, titled “Ultrasound Imaging System Memory Architec-
ture”, the contents of which are incorporated by reference
herein.

INCORPORATION BY REFERENCE

[0002] All publications and patent applications mentioned
in this specification are herein incorporated by reference to
the same extent as if each individual publication or patent
application was specifically and individually indicated to be
incorporated by reference.

FIELD

[0003] This disclosure generally relates to ultrasound
imaging systems and more particularly to ultrasound imaging
systems that make use of raw echo data memory devices.

BACKGROUND

[0004] In conventional ultrasonic imaging, a focused beam
of ultrasound energy is transmitted into body tissues to be
examined and the returned echoes are detected and plotted to
form an image. While ultrasound has been used extensively
for diagnostic purposes, conventional ultrasound has been
greatly limited by depth of scanning, speckle noise, poor
lateral resolution, obscured tissues and other such problems.
[0005] In order to insonify body tissues, an ultrasound
beam is typically formed and focused either by a phased array
or a shaped transducer. Phased array ultrasound is a com-
monly used method of steering and focusing a narrow ultra-
sound beam for forming images in medical ultrasonography.
A phased array probe has many small ultrasonic transducer
elements, each of which can be pulsed individually. By vary-
ing the timing of ultrasound pulses (e.g., by pulsing elements
one by one in sequence along arow), a pattern of constructive
interference is set up that results in a beam directed at a
chosen angle. This is known as beam steering. Such a steered
ultrasound beam may then be swept through the tissue or
object being examined. Data from multiple beams are then
combined to make a visual image showing a slice through the
object.

[0006] Traditionally, the same transducer or array used for
transmitting an ultrasound beam is used to detect the return-
ing echoes. This design configuration lies at the heart of one
of the most significant limitations in the use of ultrasonic
imaging for medical purposes: poor lateral resolution. Theo-
retically, the lateral resolution could be improved by increas-
ing the width of the aperture of an ultrasonic probe, but
practical problems involved with aperture size increase have
kept apertures small. Unquestionably, ultrasonic imaging has
been very useful even with this limitation, but it could be more
effective with better resolution.

SUMMARY OF THE DISCLOSURE

[0007] A method of ultrasound imaging is provided, com-
prising the steps of transmitting an unfocused ping ultrasound
pulse with a multiple aperture imaging system to insonify a
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region of interest, generating in real-time a first image of a
first section of the region of interest, storing echo data
received from the insonified region in a memory device, after
the storing step, retrieving the echo data from the memory
device, and processing the echo data to form a second image
of a second section of the region of interest, wherein the
second section covers a portion of the region of interest not
present first section.

[0008] In some embodiments, the generating step com-
prises using a first set of beamforming parameters, and the
processing step comprises using a second set of beamforming
parameters different than the first set of beamforming param-
eters.

[0009] In one embodiment, the second image has a higher
pixel resolution than the first image. In another embodiment,
the second image covers a portion of the region of interest
within the first section. In some embodiments, the first and
second sections of the region of interest are entirely non-
overlapping.

[0010] In some embodiments, the method further com-
prises processing the echo datato form a third image of a third
section of the region of interest, wherein the third image
covers a portion of the region of interest not present in the
second image, and simultaneously displaying the second
image and the third image.

[0011] In some embodiments, a cross-section of a human
heart is visible in the first image, only a first portion of the
heart is visible in the second image, and only a second portion
of the heart is visible in the third image.

[0012] Insome embodiments, forming a second image and
forming a third image further comprise combining a plurality
ofimage layers, each image layer corresponding to a different
combination of a transmitted ultrasound pulse and a receive
aperture, and wherein forming the second image comprises
combining a different number of image layers than forming
the third image.

[0013] In one embodiment, the method further comprises
measuring an object visible in the second image.

[0014] A method of processing ultrasound data is also pro-
vided, comprising the steps of retrieving a first data set from
a first non-volatile digital memory device, the first data set
comprising position and orientation information of a transmit
aperture, retrieving a second data set from a second non-
volatile digital memory device, the second data set compris-
ing a series of ultrasound echo strings, each ultrasound echo
string comprising echo data associated with a transmit aper-
ture responsible for producing the echo data, determining a
transmit location of the transmit aperture from the first data
set, determining a receive location of a receive aperture from
the second data set, and beamforming the second data set
using a first set of beamforming parameters to produce a first
set of images of a target object.

[0015] In some embodiments, the method further com-
prises adjusting at least one beamforming parameter to form
a second set of beamforming parameters, and beamforming
the second data set using the second set of beamforming
parameters to produce a second set of images of the target
object.

[0016] In one embodiment, the at least one beamforming
parameter is a speed-of-sound in the target object. In another
embodiment, the at least one beamforming parameter is a
position of a transmit transducer element of the transmit
aperture or a receive transducer element of the receive aper-



US 2014/0058266 A1l

ture. In an additional embodiment, the at least one beamform-
ing parameter is a weighting factor.

[0017] In some embodiments, the method further com-
prises defining an image window of the target object, and
beamforming the second data set to produce a second set of
images of the image window of the target object.

[0018] Insome embodiments, the image window covers an
area within the first set of images and less than a total area of
the first set of images, the method further comprising mea-
suring a size of a structure visible in the second set of images.
[0019] Inanother embodiment, the method comprises add-
ing an m-mode line to a display based on an image formed
from the second data set.

[0020] In other embodiments, the method further com-
prises adjusting an algorithm for combining images coher-
ently and incoherently.

[0021] In some embodiments, producing the first set of
images further comprises combining a first plurality of image
layers to form a first set of frames, each image layer corre-
sponding to a different combination of the transmit aperture
and the receive aperture, and displaying the first set of frames
at a first frame rate.

[0022] Inother embodiments, the method comprises beam-
forming the second data set to produce a second set of images
of the target object, including combining a second plurality of
image layers to form a second set of frames, each image layer
corresponding to a different combination of the transmit apet-
ture and the receive aperture, the second set of frames having
a greater number of frames than the first set of frames, and
displaying the second set of frames at a second frame rate that
is higher than the first frame rate.

[0023] An ultrasound imaging system is also provided,
comprising a multiple aperture ultrasound probe having a
plurality of transmit transducer elements and a plurality of
receive transducer elements, transmit control electronics con-
figured to control transmission of ultrasound pulses from the
transmit transducer elements of the probe, receiver electron-
ics configured to receive echo signals from the receive trans-
ducer elements corresponding to echoes of the ultrasound
pulses, and a raw data memory in electronic communication
with the receiver electronics, the raw data memory containing
digital data representing an identity of at least one transmit
element, a time at which the at least one transmit element sent
an ultrasound pulse, and a series of data points representing a
magnitude of echoes from the ultrasound pulse.

[0024] In some embodiments, the system comprises a
beamformer in electronic communication with the raw data
memory, the beamformer being configured to retrieve echo
data from the raw data memory and to form images from the
retrieved echo data.

[0025] An ultrasound image-processing computing device
is provided, comprising a processor, a first non-volatile
memory device containing process code, a second non-vola-
tile memory device containing ultrasound echo data associ-
ated with a transmit aperture, and containing transducer ele-
ment location data defining an acoustic position of transmit
transducer elements of the transmit aperture relative to
receive transducer elements of a receive aperture, wherein the
processor is configured to execute the process code in the first
non-volatile memory device to retrieve the ultrasound echo
data from the second memory device, and form images by
beamforming the echo data based on the transducer element
location data.
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[0026] In some embodiments, the device is not electroni-
cally or physically connected to an ultrasound probe contain-
ing the transmit aperture and the receive aperture.

[0027] A method of ultrasound imaging is provided, com-
prising transmitting an ultrasound ping from at least one
transmit element into a patient, storing transmit information
pertaining to the ultrasound ping in raw data memory, receiv-
ing echoes corresponding to the ultrasound ping with at least
one receive element, sampling the echoes at a plurality of
sampling points to generate a digital record containing a
signal magnitude and timestamp entry, and storing the digital
record in raw data memory for each sampling point.

[0028] In some embodiments, the method further com-
prises forming an ultrasound image from the digital record.
[0029] In another embodiment, the method comprises per-
forming a calibration operation of the transmit and receive
elements to obtain updated calibration data, and processing
the digital record using the updated calibration data to form an
ultrasound image.

BRIEF DESCRIPTION OF THE DRAWINGS

[0030] Thenovel features of the invention are set forth with
particularity in the claims that follow. A better understanding
of the features and advantages of the present invention will be
obtained by reference to the following detailed description
that sets forth illustrative embodiments, in which the prin-
ciples of the invention are utilized, and the accompanying
drawings of which:

[0031] FIG. 11isaschematic illustration of a multiple aper-
ture ultrasound imaging probe and a grid of points to be
imaged.

[0032] FIG. 2 is a perspective view illustration of one
embodiment of an ultrasound imaging system control panel
configured for capturing raw echo data.

[0033] FIG. 3 is a block diagram illustrating several func-
tional components of one embodiment of an ultrasound imag-
ing system configured for local raw echo data capture.
[0034] FIG. 4 is a block diagram illustrating several func-
tional components of one embodiment of an ultrasound imag-
ing system configured for remote raw echo data capture.
[0035] FIG. 5 is a process flow diagram illustrating one
embodiment of a process for capturing and recording raw
echo data.

[0036] FIG. 6 is a process flow diagram illustrating an
embodiment of a process by which a practitioner may utilize
raw echo data captured during a prior live imaging session.
[0037] FIG. 7 is flow diagram illustrating an embodiment
of a process by which an imaging system may process and
display raw echo data captured during a prior live imaging
session.

DETAILED DESCRIPTION

[0038] Thevarious embodiments will be described in detail
with reference to the accompanying drawings. References
made to particular examples and implementations are for
illustrative purposes, and are not intended to limit the scope of
the invention or the claims.

Intro and Definitions

[0039] Although the various embodiments are described
herein with reference to ultrasound imaging of various ana-
tomic structures, it will be understood that many of the meth-
ods and devices shown and described herein may also be used
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in other applications, such as imaging and evaluating non-
anatomic structures and objects. For example, the probes,
systems and methods described herein may be used in non-
destructive testing or evaluation of various mechanical
objects, structural objects or materials, such as welds, pipes,
beams, plates, pressure vessels, layered structures, etc. The
various embodiments below include systems and methods for
using an ultrasound imaging system that is configured to store
raw, un-beamformed ultrasound data for subsequent beam-
forming and processing into image data. Such a system
enables many unique methods of using ultrasound imaging
systems.

[0040] As used herein the terms “ultrasound transducer”
and “transducer” may carry their ordinary meanings as undet-
stood by those skilled in the art of ultrasound imaging tech-
nologies, and may refer without limitation to any single com-
ponent capable of converting an electrical signal into an
ultrasonic signal and/or vice versa. For example, in some
embodiments, an ultrasound transducer may comprise a
piezoelectric device. In some other embodiments, ultrasound
transducers may comprise capacitive micromachined ultra-
sound transducers (CMUT).

[0041] Transducers are often configured in arrays of mul-
tiple individual transducer elements. As used herein, the
terms “transducer array” or “array” generally refers to a col-
lection of transducer elements mounted to a common backing
plate. Such arrays may have one dimension (1D), two dimen-
sions (2D), 1. X dimensions (1.XD) or three dimensions (3D).
Other dimensioned arrays as understood by those skilled in
the art may also be used. Annular arrays, such as concentric
circular arrays and elliptical arrays may also be used. An
element of a transducer array may be the smallest discretely
functional component of an array. For example, in the case of
an array of piezoelectric transducer elements, each element
may be a single piezoelectric crystal or a single machined
section of a piezoelectric crystal.

[0042] As used herein, the terms “transmit element” and
“receive element” may carry their ordinary meanings as
understood by those skilled in the art of ultrasound imaging
technologies. The term “transmit element” may refer without
limitation to an ultrasound transducer element which at least
momentarily performs a transmit function in which an elec-
trical signal is converted into an ultrasound signal. Similarly,
the term “receive element” may refer without limitation to an
ultrasound transducer element which at least momentarily
performs a receive function in which an ultrasound signal
impinging on the element is converted into an electrical sig-
nal. Transmission of ultrasound into a medium may also be
referred to herein as “insonifying”” An object or structure
which reflects ultrasound waves may be referred to as a
“reflector” or a “scatterer.”

[0043] As used herein, the term “aperture” may refer to a
conceptual “opening” through which ultrasound signals may
be sent and/or received. In actual practice, an aperture is
simply a single transducer element or a group of transducer
elements that are collectively managed as a common group by
imaging control electronics. For example, in some embodi-
ments an aperture may be a physical grouping of elements
which may be physically separated from elements of an adja-
cent aperture. However, adjacent apertures need not neces-
sarily be physically separated.

[0044] It should be noted that the terms “receive aperture,”
“insonifying aperture,” and/or “transmit aperture” are used
herein to mean an individual element, a group of elements
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within an array, or even entire arrays with in a common
housing, that perform the desired transmit or receive function
from a desired physical viewpoint or aperture. In some
embodiments, such transmit and receive apertures may be
created as physically separate components with dedicated
functionality. In other embodiments, any number of send
and/or receive apertures may be dynamically defined elec-
tronically as needed. In other embodiments, a multiple aper-
ture ultrasound imaging system may use a combination of
dedicated-function and dynamic-function apertures.

[0045] Asusedherein, the term “total aperture” refers to the
total cumulative size of all imaging apertures. In other words,
the term “total aperture” may refer to one or more dimensions
defined by a maximum distance between the furthest-most
transducer elements of any combination of send and/or
receive elements used for a particular imaging cycle. Thus,
the total aperture is made up of any number of sub-apertures
designated as send or receive apertures for a particular cycle.
In the case of a single-aperture imaging arrangement, the total
aperture, sub-aperture, transmit aperture, and receive apet-
ture will all have the same dimensions. In the case of a
multiple array probe, the dimensions of the total aperture may
include the sum of the dimensions of all of the arrays.
[0046] In some embodiments, two apertures may be
located adjacent one another on a continuous array. In still
other embodiments, two apertures may overlap one another
on a continuous array, such that at least one element functions
as part of two separate apertures. The location, function,
number of elements and physical size of an aperture may be
defined dynamically in any manner needed for a particular
application. Constraints on these parameters for a particular
application will be discussed below and/or will be clear to the
skilled artisan.

[0047] Elements and arrays described herein may also be
multi-function. That is, the designation of transducer ele-
ments or arrays as transmitters in one instance does not pre-
clude their immediate redesignation as receivers in the next
instance. Moreover, embodiments of the control system
herein include the capabilities for making such designations
electronically based on user inputs, pre-set scan or resolution
criteria, or other automatically determined criteria.

[0048] As used herein the term “point source transmission”
or “ping” may refer to an introduction of transmitted ultra-
sound energy into a medium from a single spatial location.
This may be accomplished using a single ultrasound trans-
ducer element or combination of adjacent transducer ele-
ments transmitting together as a single transmit aperture. A
single transmission from a point source transmit aperture
approximates a uniform spherical wave front, or in the case of
imaging a 2D slice, a uniform circular wave front within the
2D slice. In some cases, a single transmission of a circular or
spherical wave front from a point source transmit aperture
may be referredto herein as a “ping” ora“point source pulse.”
[0049] As used herein, the phrase “pixel resolution” refers
to a measure of a number of pixels in an image, and may be
expressed with two positive integers, the first referring to a
number of pixel columns (image width) and the second refer-
ring to a number of pixel rows (image height). Alternatively,
pixel resolution may be expressed in terms of a total number
of pixels (e.g., the product of the number of rows and the
number of columns), a number of pixels per unit length, or a
number of pixels per unit area. “Pixel resolution” as used
herein is distinct from other uses of the term “resolution”
which refers to the level of detail visible in an image. For
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example, “lateral resolution” may refer to the level of detail
that may be discerned along a horizontal axis in an ultrasound
image plane, independent of how an image of such a plane
may be represented as a digital image made up of pixels.

Ping-Based Ultrasound Imaging

[0050] In various embodiments, point-source transmission
ultrasound imaging, otherwise referred to as ping-based
ultrasound imaging, provides several advantages over tradi-
tional scanline-based imaging. Point source transmission dif-
fers in its spatial characteristics from a “phased array trans-
mission” which focuses energy in a particular direction from
the transducer element array along a directed scanline. An
un-focused point source pulse (ping) may be transmitted so as
to generate a circular (or spherical) wavefront in the scanning
plane, thereby insonifying as wide an area as possible. Echoes
from scatterers in the region of interest will return to all of the
elements of receive apertures. Those echo signals may be
filtered, amplified, digitized and stored in short term or long
term memory (depending on the needs or capabilities of a
particular system).

[0051] Images may then be reconstructed from received
echoes by assuming that the wavefronts emitted from the
point source are physically circular in the region of interest. In
actuality, the wavefront will also have some penetration in the
dimension normal to the scanning plane (i.e., some energy
may essentially “leak” into the dimension perpendicular to
the desired two-dimensional scanning plane, reducing the
effective imaging reach). Additionally, the “circular” wave-
front may actually be limited to a semicircle or a fraction of a
circle less than 180 degrees ahead of the front face of the
transducer according to the unique off-axis properties of a
transducing material. Similarly, when transmitting three-di-
mensional “spherical” wavefronts, such wavefronts may
actually have a shape of a semi-sphere or less, depending on
characteristics of the transmit element(s) used.

[0052] The process of forming an image from received
echoes is generally referred to herein as “beamforming.” In
ping-based imaging, beamforming may generally involve
determining a pixel display location for each received echo
sample. Because each ping insonifies an entire imaged
region, a “complete” (albeit blurry) image may be formed
with the echoes of a single transducer element. An image that
may be formed from echoes received by a single receive
transducer element may be referred to as a sub-image. The
image quality may be improved by combining the sub-images
formed from echoes received at a plurality of transducer
elements. Transducer elements may be grouped into “apet-
tures,” and sub-images from elements of a common aperture
may be combined to form an image layer.

[0053] Beamforming of ping-based echoes may be per-
formed using a software-based or hardware-based dynamic
beamforming technique, in which a beamformer’s focus may
be continuously changed to focus ata particular pixel position
as that pixel is being imaged. Such a beamformer may be used
to plot the position of echoes received from a point source
pulse. In some embodiments, a dynamic beamformer may
plot the locus of each echo signal based on a round-trip travel
time of the signal from the transmitter to an individual receive
transducer element.

[0054] The locus of a single reflector will lie along an
ellipse with a first focus at the position of the transmit trans-
ducer element(s) and the second focus at the position of the
receive transducer element. Although several other possible
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reflectors lie along the same ellipse, echoes of the same
reflector will also be received by each of the other receive
transducer elements of a receive aperture. The slightly differ-
ent positions of each receive transducer element means that
each receive element will define a slightly different ellipse for
a given reflector. Accumulating the results by coherently
summing the ellipses for all elements of a common receive
aperture will indicate an intersection of the ellipses for a
reflector, thereby converging towards a point at which to
display a pixel representing the reflector. The echo ampli-
tudes received by any number of receive elements may
thereby be combined into each pixel value. In other embodi-
ments the computation can be organized differently to arrive
at substantially the same image.

[0055] Various algorithms may be used for combining echo
signals received by separate receive elements. For example,
some embodiments may process echo-signals individually,
plotting each echo signal at all possible locations along its
ellipse, then proceeding to the next echo signal. Alternatively,
each pixel location may be processed individually, identify-
ing and processing all echoes potentially contributing to that
pixel location before proceeding to the next pixel location.
[0056] Image quality may be further improved by combin-
ing images formed by the beamformer from one or more
subsequent transmitted pings, transmitted from the same or a
different point source (or multiple different point sources).
Still further improvements to image quality may be obtained
by combining images formed by more than one receive aper-
ture. The process of combining separately beamformed
images may generally referred to herein as image layer com-
bining. Combining images from echoes received at multiple,
separate apertures of a multiple aperture ultrasound probe
may further improve image quality.

[0057] Insomeembodiments, ping-based multiple aperture
imaging may operate by transmitting a point-source ping
from a first transmit aperture and receiving echoes with ele-
ments of two or more receive apertures, one or more of which
may include some or all elements of a transmit aperture. An
image may be formed by triangulating the position of scat-
terers based on delay times between ping transmission and
reception of echoes, the speed of sound, and the relative
positions of transmit and receive transducer elements. As a
result, a sub-image of the entire insonified region may be
formed from echoes of each transmitted ping received by
each receive element. Combining sub-images from echoes
received by multiple elements grouped into a single receive
aperture may produce the improvement described above with
reference to intersecting ellipses.

[0058] In some embodiments, a single time domain frame
may be formed by combining images formed from echoes
received at two or more receive apertures from a single trans-
mitted ping. In other embodiments, a single time domain
frame may be formed by combining images formed from
echoes received at one or more receive apertures from two or
more transmitted pings. In some such embodiments, the mul-
tiple transmitted pings may originate from different transmit
apertures. FIG. 1 illustrates an embodiment of a three-array
multiple aperture ultrasound imaging probe 10 and a region of
interest 20 to be imaged represented as a grid. The probe 10 is
shown with a left transducer array 12 whichmay include three
transmit apertures labeled ‘n,’ ‘j; and ‘k’ (which may be
referred to herein by short-hand designations Ln, Ij and Lk).
A right transducer array 14 may also include three transmit

LR

apertures ‘n,’ ‘j,” and ‘k’ (which may be referred to herein by
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short-hand designations Rn, Rj and Rk). Some or all of the
elements of the left transducer array 12 may also be desig-
nated as a leftreceive aperture 13. Similarly, some or all of the
elements of the right transducer array 14 may be designated as
a right receive aperture 15. In addition to the left and right
arrays, amultiple aperture ultrasound probe 10 may include a
center transducer array 16, which may include three transmit
apertures labeled ‘n,” ‘j,” and ‘k’ (which may be referred to
herein by short-hand designations Cn, Cj and Ck). Some or all
of the elements of the center transducer array 16 may also be
designated as a center receive aperture 17. It should be under-
stood that each of the three apertures can include any number
of transducer elements which may be spaced from one
another in one, two or three dimensions.

[0059] In other embodiments, any other multiple aperture
ultrasound imaging probe may be used in connection with the
systems and methods described below.

[0060] In some embodiments, the width of a receive aper-
ture may be limited by the assumption that the speed of sound
is the same for every path from a scatterer to each element of
the receive aperture. In a narrow enough receive aperture this
simplifying assumption is acceptable. However, as receive
aperture width increases, an inflection point is reached (re-
ferred to herein as the “maximum coherent aperture width,”
“maximum coherent width” or “coherence width”) at which
the echo return paths will necessarily pass though different
types of tissue having different speeds of sound. When this
difference results in phase shifts approaching 180 degrees,
additional receive elements beyond the maximum coherent
receive aperture width will actually degrade the image rather
than improve it.

[0061] Therefore, in orderto make use of a wide probe with
a total aperture width greater than the maximum coherent
width, the full probe width may be physically or logically
divided into multiple apertures, each of which may be limited
to a width less than the maximum coherent aperture width for
an intended imaging application and small enough to avoid
phase cancellation of received signals. The maximum coher-
ent width can be different for different patients and for dif-
ferent probe positions on the same patient. In some embodi-
ments, a compromise width may be determined for a given
imaging scenario. In other embodiments, a multiple aperture
ultrasound imaging control system may be configured with a
dynamic algorithm to subdivide the available elements in
multiple apertures into groups that are small enough to avoid
significant phase cancellation.

[0062] Insome embodiments, it may be difficult or impos-
sible to meet additional design constraints while grouping
elements into apertures with a width less than the maximum
coherent width. For example, if material is too heterogeneous
over very small areas, it may be impractical to form apertures
small enough to be less than the maximum coherent width.
Similarly, if a system is designed to image a very small target
atasubstantial depth, an aperture with a width greater than the
maximum coherent width may be needed. In such cases, a
receive aperture with a width greater than the maximum
coherent width can be accommodated by making additional
adjustments, or corrections may be made to account for dif-
ferences in the speed-of-sound along different paths. Some
examples of such speed-of-sound adjustments are provided
here, while other methods may also be known.

Feb. 27,2014

Image Layer Combining

[0063] As described above, multiple image layers may be
combined to improve the overall quality of a final combined
image. In some embodiments, the number of image layers can
be the product of the number of receive apertures and the
number of transmit apertures (where a “transmit aperture”
can be a single transmit element or a group of transmit ele-
ments). In other embodiments, the same ping imaging pro-
cesses may also be performed using a single receive aperture.
In some embodiments, some image layer combining may be
performed prior to beamforming. In such embodiments, two
or more sets of echoes may be combined coherently or inco-
herently (as discussed below), and a beamforming process
may be performed using the result of such a combination.
Such pre-beamform image layer combining may be used to
combine echo data corresponding to sub-images that may be
formed from echoes received by multiple elements of a com-
mon receive aperture. Alternatively, such pre-beamform
image layer combining may be used to combine echo data
corresponding to sub-images that may be formed from in-
phase and quadrature echo data received by a single receive
element.

[0064] In one embodiment with reference to FIG. 1, a first
image layer (e.g., representing all points in the grid 20, or only
sections of the grid 20) may be constructed by transmitting a
first ping from a first transmit aperture Ln, receiving echoes of
the first ping with the elements of a left receive aperture 13,
and combining sub-images constructed from echoes received
by each element of the left receive aperture 13. In some
embodiments, sub-images may be coherently combined to
form an image layer. A second image layer may be similarly
formed from echoes of the first ping received with the ele-
ments of the right receive aperture 15. Third and fourth image
layers may be similarly formed by transmitting a second ping
from a second transmit aperture Lj and receiving echoes of
the second ping with the elements of the left receive aperture
13 and with the elements of the right receive aperture 15. In
some embodiments, all four image layers may then be com-
bined to form a single time domain image frame. In other
embodiments, a single time domain image frame may be
obtained from echoes received at any number of receive aper-
tures and/or from any number of pings transmitted by any
number of transmit apertures. Time domain image frames
may then be displayed sequentially on a display screen as a
continuous moving image. Still images may also be formed
by combining image layers using any of the above techniques.
[0065] Display screens and the images displayed on them
may generally be divided into a grid of pixels. In some cases,
a pixel is the smallest individually controllable area of a
display screen. Relationships between image pixels and dis-
play pixels are generally well understood in the art, and will
not be described here. For the purposes of the present descrip-
tion, the square cells of the grids 20 shown in the figures will
be referred to as pixels. In many of the embodiments herein,
groups of pixels may be treated together as a common group.
Thus, the use of the term “pixel” is not intended to be limited
to any particular size, but is used as a convenient term for
describing a discrete section of an image.

[0066] Unless otherwise specified, the grid 20 of FIG. 1
simultaneously represents a grid of display pixels and a grid
of corresponding points within a region of interest (“ROI”) in
an object being imaged. The term “ROI points” will be used
herein to describe points within the scan plane (or 3D scan
volume) at fixed locations relative to the probe. As will
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become clear from the following description, ROI points will
not necessarily always correlate directly to pixel locations.
Forexample, if animage is “zoomed in” to represent a smaller
area 30, the grid of display pixels 20 would correspond only
to the points within the zoomed area 30 in the region of
interest. However, at any zoom level, the physical location of
an ROI point represented by a given image pixel may be
determined (relative to the probe) with a high degree of accu-
racy.

[0067] With a multiple aperture probe using a point-source
transmission imaging technique, each image pixel may be
assembled by beamforming received echo data to combine
information from echoes received at each of the multiple
receive apertures and transmitted from each of the multiple
transmit apertures. In some embodiments of ping-based mul-
tiple aperture imaging, receive beamforming may comprise
forming a pixel of a reconstructed image by summing time-
delayed echoes returned by a scatterer in the object being
examined and received by receive transducer elements. The
time delays corresponding to such echoes may be correlated
with pixel locations based on the geometry of the probe
elements (i.e., the position of each element relative to a com-
mon coordinate system) and an assumed value for the speed
of sound through the medium being imaged. An important
consideration is whether the summation should be coherent
(phase sensitive) or incoherent (summing the magnitude of
the signals while disregarding the phase information). In gen-
eral, sub-images constructed from echoes received by two or
more individual receive elements grouped into a common
receive aperture may be combined using coherent summa-
tion.

[0068] Summation of image layers resulting from multiple
transmitted pings may be accomplished either by coherent
addition, incoherent addition, or a combination of the two.
Coherent addition (retaining phase information during addi-
tion of magnitudes) tends to maximize lateral resolution,
whereas incoherent addition (summing the magnitude of the
signals without considering the phase information) tends to
reduce speckle noise and also minimize the effects of image
layer mis-alignment errors that may be caused by minor
variations in the speed of sound through the imaged medium.
Speckle noise is reduced through incoherent summing
because each image layer will tend to develop its own inde-
pendent speckle pattern and summing the patterns incoher-
ently has the effect of averaging out the speckle patterns; on
the other hand, if the patterns are added coherently only one
strong speckle pattern results.

[0069] Variations in the speed of sound are tolerated by
incoherent addition because summing two pixels coherently
with a speed-of-sound variation resulting in only half a wave-
length’s delay can result in destructive phase cancellation;
whereas if they are added incoherently the same or greater
delay causes only an insignificant distortion in the image
layer. The addition of such image layers may result in some
smoothing of the final image (in some embodiments, such
smoothing may be added intentionally to make the image
more readable).

[0070] Image layer combining may be describedinterms of
three image layer levels for which the determination of coher-
ent vs. incoherent summing can be made. These three cases
include first-level image layers, second-level image layers
and third-level image layers. (1) A first-level image layer may
be formed from echoes received at a single receive aperture
resulting from a single ping from a single transmit aperture.
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For a unique combination of a single ping and a single receive
aperture, the sub-images from echoes received by all the
receive elements in the receive aperture may be summed to
obtain a first-level image layer. (2) Multiple first-level image
layers resulting from echoes of multiple transmitted pings
(from the same or different transmit apertures) received at a
single receive aperture can be summed together to produce a
second-level image layer. Second-level image layers may be
further improved by additional processing to improve align-
ment or other image characteristics. (3) Third-level images
may be obtained by combining second-level image layers
formed with data from multiple different receive apertures. In
some embodiments, third-level images may be displayed as
sequential time-domain frames to form a moving image
video.

[0071] Atall three image layer levels coherent addition can
lead to maximum lateral resolution of a multiple aperture
system if the geometry of the probe elements is known to a
desired degree of precision and the assumption of a substan-
tially constant speed of sound across all paths is valid. Like-
wise, at all image layer levels, incoherent addition leads to the
best averaging out of speckle noise and tolerance of minor
variations in speed of sound through the imaged medium.
[0072] In some embodiments, coherent addition can be
used to combine image layers resulting from apertures for
which phase cancellation is not likely to be a problem, and
incoherent addition can then be used where phase cancella-
tion would be more likely to present a problem, such as when
combining images formed from echoes received at different
receive apertures separated by a distance sufficient to cause
the total aperture of the two receive apertures to exceed the
coherence width for a given imaging application.

[0073] Insome embodiments, all first-level images may be
formed by using coherent addition assuming the receive aper-
tures used were chosen to have a width less than the maximum
coherent aperture width. For second and third level image
layers, many combinations of coherent and incoherent sum-
mation are possible. For example, in some embodiments,
second-level image layers may be formed by coherently sum-
ming contributing first-level image layers, while third-level
image layers may be formed by incoherent summing of the
contributing second-level image layers.

[0074] In other embodiments, it may be desirable to com-
bine image layers through any of'a wide variety ofalgorithms
using combinations of coherent and incoherent summation.
In some embodiments, an imaging control system may be
configured to store a plurality of selectable pre-programmed
summation algorithms that may be designed for specific
imaging applications. In some embodiments, such stored
summation algorithms may be manually selectable such as by
operating a manual user interface control. Alternatively, such
stored summation algorithms may be automatically select-
able based on other data or information available to the con-
trol system.

[0075] For example, in some embodiments an alternative
algorithm may comprise forming all second-level and third-
level image layers by coherent addition. In another embodi-
ment, all second-level and/or third-level image layers may be
formed by incoherent addition. In further embodiments, only
selected combinations of second-level images may be com-
bined coherently to form third-level images. In other embodi-
ments, only selected combinations of first-level image layers
may be combined coherently to form second-level image
layers.



US 2014/0058266 A1l

[0076] Insome embodiments, a first-level image layer may
also be formed by summing in-phase and quadrature echo
data (i.e., summing each echo with an echo % wavelength
delayed) for each receive-aperture element. In most embodi-
ments, echoes received by elements of a single receive aper-
ture are typically combined coherently. In some embodi-
ments, the number of receive apertures and/or the size of each
receive aperture may be changed in order to maximize some
desired combination of image quality metrics such as lateral
resolution, speed-of-sound variation tolerance, speckle noise
reduction, etc. In some embodiments, such alternative ele-
ment-to-aperture grouping arrangements may be selectable
by a user. In other embodiments, such arrangements may be
automatically selected or developed by an imaging system.
[0077] Once an image layer (at any level) is formed by
incoherent summation of sub-images or image layers from
lower levels, any phase information from the lower-level
images and from the combined image layer is forever lost.
Thus, any subsequent image layers using an image layer
formed by incoherent summation will themselves necessarily
be incoherently combined. Thus, in some embodiments,
phase information may be retained for as long as desired in an
image-layer combining process.

[0078] As discussed above, an average speed-of-sound
value is typically assumed during beamforming in order to
determine the location of specific points within the region of
interest and corresponding pixels based on time delays
between a transmit time and a receive time. In soft human
tissue, the speed of sound is typically assumed to be about
1540 nv/s. However, the speed of sound is known to vary by as
much as 10% or more between patients and between different
types of soft tissue within a single patient. Variation between
an assumed speed-of-sound and an actual value for a particu-
lar scatterer path may cause temporal errors during beam-
forming, which may in turn cause a blurring effect in an
image. Therefore, in some embodiments a multiple aperture
ultrasound imaging system may be configured to allow for
automatic and/or manual adjustment of an assumed speed of
sound value for some or all scatterer paths.

[0079] Insome embodiments, a multiple aperture imaging
system may include a “coarse” speed-of-sound adjustment
that increases or decreases an assumed value of speed-of-
sound used in beamforming for all scatterer paths (i.e., for all
combinations of transmit aperture and receive aperture). In
some cases, such an adjustment may also be provided for
single-aperture ultrasound imaging systems. A coarse speed-
of-sound adjustment may be manual (e.g., a dial, slider or any
other physical or virtual user interface device) to allow a
sonographer or other user to directly increase or decrease an
assumed speed-of-sound value until the system produces a
result acceptable to the user. In other embodiments, a
“coarse” speed of sound adjustment may be controlled auto-
matically by an imaging control system. Thus, a coarse speed-
of-sound adjustment may apply a single adjustment to all
image layers.

[0080] Various embodiments of “fine” speed-of-sound
adjustments may also be provided. In some embodiments, a
fine speed-of-sound adjustment may be configured to adjust
an assumed speed of sound value for a single receive aperture.
In other embodiments, a fine speed-of-sound adjustment may
be configured to adjust an assumed speed of sound value for
a single transmit aperture. In further embodiments, a fine
speed-of-sound adjustment may be configured to adjust an
assumed speed of sound value for one or more specific com-
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binations of transmit aperture and receive aperture. Thus, fine
speed-of-sound controls may be configured to effectively
apply adjustments to specific first-level or second-level image
layers. As with coarse speed-of-sound adjustments, fine
speed-of-sound adjustments may be manual, automatic or a
combination of the two.

[0081] In some embodiments, a coarse speed-of-sound
adjustment may be made manually by a user, and fine speed-
of-sound adjustments may be made automatically by the
ultrasound imaging control system. In other embodiments,
both coarse and fine speed-of-sound adjustments may be
automatically controlled. In some embodiments, the ultra-
sound imaging control system may be configured to evaluate
different coarse and/or fine speed of sound values until a
desired image quality metric (e.g., sharpness of edges or
points, maximum contrast, maximum dynamic range, etc.) of
the resulting image (or images) exceeds a threshold value.
Alternatively any other “autofocus” algorithms may be
applied to adjust a speed-of-sound value until an image qual-
ity metric is improved or optimized. For example, any of
various error minimizing optimization processes may be
used.

Ultrasound Systems with Raw Data Memory
Architecture

[0082] FIG. 3 is a block diagram illustrating components
that may be included in some embodiments of an ultrasound
imaging system. The diagram of FIG. 3 includes several
subsystems: a transmit control subsystem 204, a probe sub-
system 202, a receive subsystem 210, an image generation
subsystem 230, and a video subsystem 240. Unlike most
ultrasound systems, the system of FIG. 3 provides a memory
device configured to store raw un-beamformed echo data for
later retrieval and processing.

[0083] As used herein, the phrases “echo data,” “raw echo
data” and “raw data” may refer to stored echo information
describing received ultrasound echoes (RX data) at any level
of processing prior to beamforming. In various embodiments,
received echo data may be stored at various stages between
pure analog echo signals all the way to fully processed digital
images or even digital video. For example, a purely raw
analog signal may be stored using an analog recording
medium such as analog magnetic tape. At a slightly higher
level of processing, digital data may be stored immediately
after passing the analog signal through an analog-to-digital
converter. Further incremental processing, such as band-pass
filtering, interpolation, down-sampling, up-sampling, other
filtering, etc., may be performed on the digitized echo data,
and “raw” output data may be stored after such additional
filtering or processing steps. Such raw data may then be
beamformed to determine a pixel location for each received
echo, thereby forming an image. Individual still images may
be combined as frames to form motion video. In some
embodiments of the systems and methods described herein, 1t
may be desirable to store digitized echo data after performing
very little processing (e.g., after some filtering and condition-
ing of digital echo data, but before performing any beamform-
ing or image processing). Some ultrasound systems store
beamformed echo data or fully processed image data.
[0084] In addition to received echo data, it may also be
desirable to store information about one or more transmitted
ultrasound signals that generated a particular set of echo data.
For example, when imaging with a multiple aperture ping
ultrasound method as described above, it is desirable to know
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information about a transmitted ping that produced a particu-
lar set of echoes. Such information may include the identity
and/or position of one or more a transmit elements, as well as
frequency, amplitude (magnitude), pulse length (duration),
waveform (shape), or other information describing a trans-
mitted ultrasound signal. Transmit data may be collectively
referred herein to as “TX data”. In some embodiments, such
TX data may be stored explicitly in the same raw data
memory device in which raw echo data is stored. For
example, TX data describing a transmitted signal may be
stored as a header before or as a footer after a set of raw echo
data generated by the transmitted signal. In other embodi-
ments, TX data may be stored explicitly in a separate memory
device that is also accessible to a system performing a beam-
forming process. In embodiments in which transmit data is
stored explicitly, the phrases “raw echo data” or “raw data”
may also include such explicitly stored TX data.

[0085] TX data may also be stored implicitly. For example,
if an imaging system is configured to transmit consistently
defined ultrasound signals (e.g., consistent amplitude, wave-
form shape, frequency, pulse length, etc.) in a consistent or
known sequence, then such information may be assumed
during a beamforming process. In such cases, the only infor-
mation that needs to be associated with the echo data is the
position (or identity) of the transmit transducer(s). In some
embodiments, such information may be implicitly stored and
extracted based on the organization of raw echo data in a raw
data memory.

[0086] For example, a system may be configured to store a
fixed number of echo records following each ping. In such
embodiments, echoes from a first ping may be stored at
memory positions 0 through ‘n’ (where ‘n’ is the number of
records stored for each ping), and echoes from a second ping
may be stored at memory positions n+1 through 2n+1. In
other embodiments, one or more empty or specially encoded
records may be left in between echo sets. In some embodi-
ments received echo data may be stored using various
memory interleaving techniques to imply a relationship
between a transmitted ping and a received echo data point (or
a group of echoes). In general, a collection of echo records
corresponding to echoes of a single transmitted ping received
by a single receive element may be referred to herein as a
single “echo string.” A complete echo string may refer to all
echoes of the single ping received by the receive element,
whereas a partial string may refer to a sub-set of all echoes of
the single ping received by the receive element.

[0087] Similarly, assuming data is sampled at a consistent,
known sampling rate, the time at which each echo data point
was received may be inferred from the position of that data
point in memory. In some embodiments, the same techniques
may also be used to implicitly store data from multiple
receive channels in a single raw data memory device.

[0088] In other embodiments, the raw echo data stored in
the raw data memory device 220 may be in any other structure
as desired, provided that a system retrieving the echo data is
able to determine which echo signals correspond to which
receive transducer element and to which transmitted ping. In
some embodiments, position data describing the position of
each receive transducer element may be stored in the calibra-
tion memory device 238 along with information that may be
linked to the echo data received by that same element. Simi-
larly, position data describing the position of each transmit
transducer element may be stored in the calibration memory
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device 238 along with information that may be linked to the
TX data describing each transmitted ping.

[0089] In some embodiments, each echo string in the raw
data memory device 220 may be associated with position data
describing the position of the receive transducer element that
received the echoes and with data describing the position of
one or more transmit elements of a transmit aperture that
transmitted the ping that produced the echoes. Each echo
string may also be associated with TX data describing char-
acteristics of the transmitted ping. Such associations may be
made using any suitable data structures.

[0090] As shown in FIG. 3, an ultrasound imaging system
200 may comprise an ultrasound probe 202 which may
include a plurality of individual ultrasound transducer ele-
ments, some of which may be designated as transmit ele-
ments, and others of which may be designated as receive
elements. In some embodiments, each probe transducer ele-
ment may convert ultrasound vibrations into time-varying
electrical signals and vice versa. In some embodiments, the
probe 202 may include any number of ultrasound transducer
arrays in any desired configuration. A probe 202 used in
connection with the systems and methods described herein
may be of any configuration as desired, including single aper-
ture and multiple aperture probes.

[0091] The transmission of ultrasound signals from ele-
ments of the probe 202 may be controlled by a transmit
controller 204. In a ping-based imaging system, ultrasound
signals may be transmitted as distinct, un-focused pings with
characteristics selected to insonify as wide of a region as
possible. As such, characteristics of each transmitted ping
may be controlled. Such characteristics may include fre-
quency, amplitude, pulse length, waveform (shape) and oth-
ers. In some embodiments, all pings transmitted during an
imaging session may have substantially the same character-
istics while some may be transmitted from different transmit
apertures. In some other embodiments,

[0092] Insome embodiments, a maximum frame rate of an
imaging system using ping-based imaging techniques may be
reached when a ping repetition frequency (i.e., the number of
transmitted pings per unit time) is equal to an inverse of the
round trip travel time (i.e., the time required for an ultrasound
wave to travel from a transmit transducer to a reflector at a
desired distance from the transducer, plus the time for an echo
to return from the reflector to a receive transducer along the
same or a different path).

[0093] Insome embodiments it may be desirable to trans-
mit a second ping before all echoes of a first ping have been
received, a case which may be referred to as “overlapping
pings”. Transmitting overlapping pings may be desirable in
imaging cases, such as Doppler imaging or very high frame-
rate imaging, in which it may be desirable to achieve a ping
repetition rate (the number of transmitted pings per unit of
time) that is faster than a round-trip travel time of sound
waves in the imaged medium would otherwise allow. In some
embodiments, overlapping pings may be distinguished from
one another using coded excitation or other methods. For
example, a second ping may be transmitted before all echoes
from a first ping are received if the first and second ping are
transmitted with characteristics that makes it possible for an
imaging system to correctly distinguish echoes as resulting
from the first or the second ping. Several coded excitation
techniques are known to those skilled in the art, any of which
may be used with a point-source multiple aperture imaging
probe. For example, pings may be frequency coded by trans-
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mitting a first ping at a first frequency and a second ping at a
second (higher or lower) frequency. Echoes of such pings
may then be distinguished by processing the received echoes
with frequency bandpass filters tuned to extract the first fre-
quency and the second frequency in order to isolate echoes of
the first ping from echoes of the second ping.

[0094] Upon receiving echoes of transmitted signals, the
probe elements may generate time-varying electric signals
corresponding to the received ultrasound vibrations. Signals
representing the received echoes may be output from the
probe 202 and sent to a receive subsystem 210. In some
embodiments, the receive subsystem may include multiple
channels, each of which may include an analog front-end
device (“AFE”) 212 and an analog-to-digital conversion
device (ADC) 214.

[0095] In some embodiments, each channel of the receive
subsystem 210 may also include data conditioners and/or
digital filters of various types (e.g., finite impulse response
(FIR) and/or infinite impulse response (IIR) filters, real and/
or complex filters, low-pass, bandpass, and/or high-pass fil-
ters with one or more center frequencies, passband widths,
stopband rolloff rates, etc.), not shown, after the ADC 214. In
some embodiments, analog filters prior to the ADC 214 may
also be provided. The output of each ADC 214 may be
directed into a raw data memory device 220. In some embodi-
ments, an independent channel of the receive subsystem 210
may be provided for each receive transducer element of the
probe 202. In other embodiments, two or more transducer
elements may share a common receive channel. In still other
embodiments, a single transducer element may use two or
more receive channels, the output of which may be stored as
two or more separate record sets in the raw data memory. For
example, the raw data memory may contain two or more
distinct echo strings associated with a single receive element
and representing overlapping time periods.

[0096] In some embodiments, an analog front-end device
212 (AFE) may perform certain filtering processes before
passing the signal to an analog-to-digital conversion device
214 (ADC). The ADC 214 may be configured to convert
received analog signals into a series of digital data points at
some predetermined sampling rate. Unlike most ultrasound
systems, some embodiments of the ultrasound imaging sys-
tem of FIG. 3 may then store digital data representing the
timing, phase, magnitude and/or the frequency of ultrasound
echo signals received by each individual receive element in a
raw data memory device 220 before performing any further
beamforming, filtering, image layer combining or other
image processing.

[0097] Inorder to convert the captured digital samples into
an image, the data may be retrieved from the raw data memory
220 by an image generation subsystem 230. As shown, the
image generation subsystem 230 may include a beamforming
block 232 which may form image layers by beamforming
echo data, and an image layer combining (“ILC”) block 234
which may combine image layers according to a desired
algorithm. In some embodiments, a beamformer 232 may be
in communication with a calibration memory 238 that con-
tains probe calibration data. Probe calibration data may
include information about the precise acoustic position,
operational quality, and/or other information about individual
probe transducer elements. The calibration memory 238 may
be physically located within the probe, within the imaging
system, or in a location external to both the probe and the
imaging system.
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[0098] In some embodiments, after passing through the
image generation block 230, image data may then be stored in
an image buffer memory 236 which may store beamformed
and (in some embodiments) layer-combined image frames. A
video processor 242 within a video subsystem 240 may then
retrieve image frames from the image buffer, and may process
the images into a video stream that may be displayed on a
video display 244 and/or stored in a video memory 246 as a
digital video clip, e.g., as referred to in the art as a “cine loop”.
The image processor may perform one or more conditioning
or information overlay operations on the still and/or moving
images prior to actual display or storage—for example, mean
or Gaussian filtering, unsharp masking or edge detection,
median or salt-and-pepper filtering, multiple-frame averag-
ing (also referred to as persistence averaging in the art), data
annotations, etc.

[0099] In some embodiments, the transmit controller 204
may include any combination of analog and digital compo-
nents for controlling transducer elements of the probe 202 to
transmit un-focused ultrasound pings at desired frequencies
and intervals from selected transmit apertures according to a
desired imaging algorithm. In some embodiments a transmit
controller 204 may be configured to transmit ultrasound pings
at a range of ultrasound frequencies, amplitudes, pulse
lengths, waveforms, etc. In some (although not all) embodi-
ments, the transmit controller may also be configured to oper-
ate as a phased array, transmitting focused (i.e., transmit
beamformed) ultrasound scanline beams.

[0100] Insomeembodiments, the AFE 212 may be config-
ured to perform various amplification and filtering processes
to areceived analog signal before passing the analog signal to
an analog-to-digital conversion device. For example, an AFE
212 may include amplifiers such as a low noise amplifier
(LNA), a variable gain amplifier (VGA), a bandpass filter,
and/or other amplification or filtering devices. In some
embodiments, an AFE device 212 may be configured to begin
passing an analog signal to an ADC 214 upon receiving a
trigger signal. In other embodiments, an AFE device can be
“free running”, continuously passing an analog signal to an
ADC.

[0101] In some embodiments, each analog-to-digital con-
verter 214 may generally include any device configured to
sample a received analog signal at some consistent, predeter-
mined sampling rate. For example, in some embodiments, an
analog-to-digital converter may be configured to record digi-
tal samples of a time-varying analog signal at 25 MHz, which
is 25 million samples per second or one sample every 40
nanoseconds. Thus, data sampled by an ADC may simply
include a list of data points, each of which may correspond to
asignal value ata particular instant. In some embodiments, an
ADC 214 may be configured to begin digitally sampling an
analog signal upon receiving a trigger signal. In other
embodiments, an ADC device can be “free running”, continu-
ously sampling a received analog signal.

[0102] Insome embodiments, the raw data memory device
220 may include any suitable volatile or non-volatile digital
memory storage device. In some embodiments, the raw data
memory 220 may also comprise communication electronics
for transmitting raw digital ultrasound data to an external
device over a wired or wireless network. In such cases, the
transmitted raw echo data may be stored on the external
device in any desired format. In other embodiments, the raw
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data memory 220 may include a combination of volatile
memoty, non-volatile memory and communication electron-
ics.

[0103] Insomeembodiments, the raw data memory device
220 may comprise a temporary (volatile or non-volatile)
memory section, and a long-term non-volatile memory sec-
tion. In an example of such embodiments, the temporary
memory may act as a buffer between the ADC and the beam-
former in cases where the beamformer may be unable to
operate fast enough to accommodate data at the full rate
supported by the ADC.

[0104] In some embodiments, a long-term non-volatile
memory device may be configured to receive data from a
temporary memory device or directly from the ADC. Such a
long-term memory device may be configured to store a quan-
tity of raw echo data for subsequent processing, analysis or
transmission to an external device.

[0105] In some embodiments, the quantity of data in the
raw data memory may depend on the digital sampling rate,
the size of each data sample (in bits or bytes), any data
compression applied and other factors. Thus, as one example,
a memory device with a capacity of about 16 GB may store
raw echo data corresponding to about six seconds of real-time
display (e.g.,ata 25 MHz data sample rate, 16 bits per sample,
128 receive channels, 32 pings per frame, and 40 frames per
second). In other embodiments, data representing a shorter or
longer period of time may be stored in the same amount of
memory.

[0106] Insome embodiments, the beamforming block 232
and the image layer combining block 234 may each include
any digital signal processing and/or computing components
configured to perform the specified processes (e.g., as
described below). For example, in various embodiments the
beamforming 232 and image layer combining 234 may be
performed by software running on a GPU or other computa-
tional accelerator, or by firmware running on an FPGA archi-
tecture. In various embodiments, some or all of the step of
combining sub-images from elements of a common receive
aperture to form first level image layers may be performed by
either or both of the beamforming block 232 and the image
layer combining block.

[0107] Insomeembodiments, the video processor 242 may
include any video processing hardware, firmware and soft-
ware components that may be configured to assemble image
frames into a video stream for display and/or storage.

Real-Time Display and Initiating Raw Echo Data
Capture

[0108] With reference to the block diagram of FIG. 3 and
the process flow diagram of FIG. 5, one embodiment of a
process 500 for capturing and recording raw echo data will
now be described. First, the transmit controller 204 may
direct one or more transmit elements of the probe 202 to
transmit an ultrasound ping 502. In some embodiments, the
transmit controller 204 may also explicitly communicate 504
digital data about the transmitted ping (e.g.. the identity of
each transmit element being used for the ping, the magnitude
of the ping, the duration of the ping, the frequency and spe-
cific waveform of the transmitted ultrasound signal, or other
data) to the raw data memory 220. Nearly immediately after
(or before) the transmit ping signal is sent, receive transducer
elements of the probe 202 may begin receiving echoes and
generating corresponding analog signals. In some embodi-
ments, it may be desirable to wait for a time interval to elapse
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before collecting received data. In such embodiments, a
‘begin capture’ signal may be sent to the AFE 212 and/or the
ADC 214 after any such time interval has elapsed. Sucha time
interval may be selected so as to only capture echo data from
a desired depth range within the imaged object.

[0109] Uponreceiving a ping trigger 506, the AFE 212 may
begin amplifying and/or filtering received analog echo sig-
nals that are then passed to the ADC 214. The ADC 214 may
then sample 508 the analog signals at regular intervals (e.g,,
25 MHz in some embodiments, but at higher or lower rates
depending on factors such as the frequency of the transmitted
pings, the capabilities and precision of the interpolator and
beamformer, and the need to maintain at least Nyquist-de-
fined lower minimum sample rates in order to avoid fre-
quency aliasing). Thus, at each sampling point, the ADC may
generate a digital record containing a signal magnitude and a
timestamp entry. This stream of digital records may then be
recorded 510 in the raw data memory 202 for each sampled
data point. In some embodiments, each data point may also be
passed 512 to the image formation block 230. In some
embodiments, the ADC 214 may be configured to store a
fixed number of data points (e.g., as represented by variable
‘2’ inFIG. 5). The process 500 of FIG. 5 may then be repeated
514 for any number of pings from any number of transmit
apertures.

[0110] As indicated by the dotted line 250 in FIG. 3, in
some embodiments digitized echo data may be sent directly
from the ADC to the beamformer (in some cases after per-
forming data conditioning steps, such as additional filtering,
interpolation, down-sampling, up-sampling, etc.), and
images may be beamformed, processed and displayed sub-
stantially in real-time with minimal latency. In some embodi-
ments, in order to achieve such real-time display, any of
various methods may be used to reduce the amount of pro-
cessing needed to form images. For example, various data
reduction methods may be used to minimize a human-per-
ceptible latency between a user (e.g., a sonographer) chang-
ing the position of the probe and seeing the corresponding
change displayed by the imaging system.

[0111] In the embodiment of FIG. 2, a user may view an
ultrasound image on a display screen 130 of a control panel
100 while moving the probe relative to the body being
imaged. Once finding a desired view, the user may initiate a
“capture” process on the ultrasound imaging control system.
The system may then record some quantity of digitized raw
echo data in a long term memory device. In some embodi-
ments, a capture process may be initiated by pressing an
appropriately purposed button 110 such as that illustrated in
FIG. 2. In other embodiments, a capture process may be
initiated through another user-interactive control 120, such as
a touch-sensitive device, a dial, a slider, a retinal scanner, a
voice command, a keyboard, a mouse, trackpad, touchpad, or
a combination of user-interactive controls. In some embodi-
ments, raw echo data capture may be initiated by remote
control via a network connection.

[0112] In some embodiments, an ultrasound imaging sys-
tem 200 may be configured to continuously store the most
recent X seconds of raw echo data in either or both of a
temporary memory device and/or a long-term memory device
(also known as a “circular buffer”). For example, in some
embodiments, the length of time ‘X’ for which raw echo data
is continuously stored may depend on the capacity of the
temporary memory device and or the long-term memory
device, as well as the memory space needed to capture each
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fraction of a second of raw echo data. Thus, if the memory
storage capacity is sufficient to store the most recent six
seconds of raw echo data, then the system may be configured
to continuously replace old data with new data in order to
maintain a continuous store of the most recent six seconds of
data. In other embodiments, the value of X may be a user-
configurable or a predetermined time period less than or equal
to the total capacity of the volatile and non-volatile memory.
[0113] Invarious embodiments, the “capture” process may
be initiated retroactively or in advance. For example, in some
embodiments a user may instruct the system (e.g., through a
user interface interaction) to save the previous X seconds of
data. Alternatively, the user may instruct the system to save
the next X seconds of data. In further embodiments, a com-
bination of retroactive and pre-active raw echo data may be
captured and stored in a raw data memory device.

[0114] In some embodiments, raw echo data stored in the
raw data memory device 220 may be retrieved and processed
for real-time or near-real-time display of images. In other
embodiments, raw echo data may be retrieved from a raw data
memory device 220 and processed for playback in slow
motion or fast motion (e.g., time-lapse) in order to see details
not visible in real time.

[0115] For example, in one embodiment elements of a
probe may be divided into two receive apertures, and eight
transmit apertures. In this example embodiment, a single
time-domain frame may be formed from echoes of eight
pings transmitted from each of the eight transmit apertures
received with elements of each of the first and second receive
apertures. Thus, a single time-domain frame may be com-
posed of a total of 16 second level image lavers, (eight sec-
ond-level image layers from each receive aperture). Alterna-
tively, the number of time-domain frames may be increased
(e.g., in order to create “slow motion” video) by forming each
time-domain frame from a combination of a smaller number
of second level images (e.g., eight second level images
instead of 16). Conversely, the number of time-domain
frames may be decreased (e.g., in order to create “time-lapse”
video) by forming each time-domain frame from a combina-
tion of a greater number of second level images (e.g., 32 or 64
second level images instead of 16).

[0116] In another example, a probe may be divided into
three receive apertures, and 16 transmit apertures. In this
example embodiment, a single time-domain frame may be
formed from echoes of 16 pings transmitted from each of the
16 transmit apertures received with elements of each of the
first, second and third receive apertures. Thus, a single time-
domain frame may be composed of a total 0f48 second level
image layers, (16 second-level image layers from each
receive aperture). Alternatively, the number of time-domain
frames may be increased (e.g., in order to create “slow
motion” video) by forming each time-domain frame from a
combination of a smaller number of second level images (e.g.,
eight or 24 second level images instead 0f48). Conversely, the
number of time-domain frames may be decreased (e.g., in
order to create “time-lapse” video) by forming each time-
domain frame from a combination of a greater number of
second level images (e.g., 64 or 96 second level images
instead of 48).

[0117] In other embodiments, some desired processing
steps may require more processing time or computing power
than may be available within time and hardware constraints of
a live, real-time imaging session with an ultrasound imaging
system. In such embodiments, raw echo data stored in the raw
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data memory device 220 of an ultrasound system may be
retrieved and processed for later display of images.

[0118] For example, in some embodiments echo data may
be re-processed and displayed hours, days, weeks, months, or
even years after a patient-present ultrasound data capture
session. In some embodiments, subsequent processing and
display may occur on entirely different hardware, firmware
and/or software from the system used to capture the ultra-
sound echo data—processing may even take place on cloud-
based distributed systems, for example, with the resultant
images streamed to mobile devices such as wireless tablets,
smart phones, or other internet-connected display systems.
Additionally, as new processing algorithms and heuristic
visualization and/or optimization methods become available,
previously-captured data may be re-processed to view further
details.

Capture to External Storage

[0119] In some embodiments, raw echo data that is cap-
tured and stored in a raw data memory device as described
above may subsequently be copied or forwarded to an exter-
nal (e.g., a backup) memory storage device. Such data trans-
missions may take place over any available wired or wireless
data transfer system, such as Bluetooth, IR/Infra-Red, USB,
IEEE 1394 Firewire, Thunderbolt, Ethernet/Intranet/Internet
(TCP/IP, FTP, etc.) or others. In some embodiments, the data
may be loaded back onto an ultrasound imaging system (e.g,,
the same system used for insonification and raw echo data
capture or a similarly-configured ultrasound imaging system)
for re-processing, re-beamforming and image viewing. In
other embodiments, a personal computer may be configured
with software and/or hardware to beamform and/or process
the raw echo data without the use of a dedicated ultrasound
imaging system. In other embodiments, raw echo data may be
beamformed, processed and displayed by software on any
other suitably configured computational device or system,
such as a tablet or smart phone. In other embodiments, raw
echo data may be uploaded over a network to a network-
accessible server which may process image data remotely.

[0120] FIG. 4 illustrates an embodiment of an ultrasound
data capture & transmission device 260 that may be config-
ured with minimal hardware components for communication
of raw echo data to a remote imaging system 262 via a
communications device 264 and a wired or wireless network
266. The ultrasound data capture device 260 of FIG. 4 may
include a transmit controller 204, an AFE 212 and an ADC
214 as described above. In place of any beamforming or
image processing components, the device 260 may instead
include a communications device 264 configured to transmit
raw echo data to a remote system 262 via a network 266. The
remote system 262 may include hardware, firmware and soft-
ware configured to beamform and process the raw echo data
captured by the device 260. In some embodiments, the com-
munications device may be configured to stream raw echo
data in real time to the remote system. In other embodiments,
the ultrasound data capture device 260 may include an inter-
nal memory device 220 for short term storage of raw echo
data (e.g., as a transmission buffer). In other embodiments, an
internal memory device 220 may be configured for longer
term storage of raw echo data within the capture device 260.
For example, in some embodiments, the internal raw data
memory device 220 may comprise a removable data storage
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device such as an SD card, an optical storage device (such as
a CD or DVD) or any other solid state non-volatile digital
memory device.

[0121] Forexample, in one embodiment, a patient may visit
a sonographer and the sonographer may conduct an ultra-
sound examination during which raw echo data is captured
and stored. Hours, days or weeks later (i.c., any time after the
session, even long after patient is physically present), a phy-
sician may use a personal computer or an imaging system to
re-examine images produced during the examination session.
In some embodiments, such re-examination may include sev-
eral processes that are only possible with access to raw echo
data. Examples of such processes will now be described.
[0122] In some embodiments, raw data from an imaging
session may be stored along with raw echo data captured
while imaging a calibration phantom. Raw echo data of a
phantom imaging session may be used for later calibration of
the imaging session data by correcting transducer element
position assumptions made during beamforming. Informa-
tion describing the position of each transducer element may
be obtained by a calibration process as described in Appli-
cants’ prior applications. Such element position data may be
stored in a calibration memory device 220, which may be
physically located with other electronics, or may be located in
a remote network-accessible server. However, in some
embodiments, the element-position information may change
between performing a calibration operation and capturing
raw ultrasound data. For example, a probe may be dropped,
damaged or may be otherwise altered before or during a raw
echo data capture session. In some embodiments, the ability
to re-process stored raw echo data means that a probe may
actually be re-calibrated after raw echo data is captured, and
the data may be re-beamformed using the updated element
position information. In other embodiments, raw echo data
stored in a raw data memory device may be analyzed to
determine that a probe is actually out of calibration.

Re-Processing Raw Echo Data

[0123] Some embodiments of ultrasound imaging systems
with a raw data memory may enable many unique user inter-
actions that may dramatically extend the diagnostic useful-
ness of ultrasound imaging. By capturing and storing raw
echo data during an imaging session, such ultrasound imag-
ing systems may allow a user to adjust fundamental beam-
forming and image processing settings to obtain dramatically
improved images and/or alternate views or details using only
the stored raw echo data.

[0124] Insome embodiments, stored raw echo data may be
re-beamformed at any time after the raw echo data has been
captured. As described above, beamforming in the context of
multiple aperture ultrasound imaging using a ping transmis-
sion system is generally the process of determining a display
location for each reflector based on trigonometric relation-
ships between the reflector, the location of a transmit element,
and the location of a receive element. Such trigonometric
relationships are determined based on a distance calculation
using an assumed speed-of-sound and the time interval
between a transmitted ping and a received echo for a given
reflector. Thus, the display location of any given reflector may
be determined by several factors, each of which may be
dependent on several other factors. During normal real-time
imaging, constant values for some or all of these factors may
be assumed in order to limit processing time. When process-
ing time is not constrained by the need to display images in
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real time, the variable factors that go into beamforming cal-
culations or other image formation and/or image processing
steps may be adjusted or optimized to further improve image
quality. Thus, during time-shifted re-beamforming of raw
echo data, potentially variable quantities such as the speed of
sound and the locations of transmit or receive elements may
be optimized to improve image quality.

[0125] The ability to re-beamform ultrasound data may
also facilitate an improved ability to “zoom in” on a desired
region of an image without losing any image resolution. This
may be understood with an analogy to digital photography.
Many digital cameras have an “optical zoom” function and a
“digital zoom” function. The “optical zoom™ optically gives
the impression of bringing the subject closer to the camera,
thereby increasing the size of the image. As a result, the
“optically zoomed” image benefits from the full pixel reso-
lution of the camera’s image capture device. By contrast, the
“digital zoom” merely crops the image and increases the size
of the captured pixels, thereby giving the impression of the
same “zoom” result, but at the expense of reduced image
resolution with each incremental “digital zoom” step. In con-
trast to the resolution-losing “zoom” process employed by
most ultrasound imaging systems, an ultrasound imaging sys-
tem with a pre-beamformer memory device may provide the
ability to zoom in without losing image resolution. The ability
to zoom in and re-beamform ultrasound image data within a
smaller area than an original image is analogous to an “optical
zoom” because the beamformer may produce a full-resolu-
tion image from only the image data within a desired
“zoomed-in” region of the image.

[0126] Generating uvltrasound images using a multiple
aperture ping imaging process means that images from an
entire region of interest are “in focus™ at all times. This is true
because each transmitted ping illuminates the entire region,
and receive apertures receive echoes from the entire region. In
such cases, the maximum extent of the image may be prima-
rily limited by attenuation and signal-to-noise factors rather
than by the confined focus of transmit or receive beamform-
ing apparatuses. As a result, a full-resolution image may be
formed from any portion of an insonified region of interest
using the same set of raw echo data. The term “image win-
dow” will be used herein to refer to a portion of the entire
insonified region of interest that is to be beamformed and
displayed. Therefore, in various embodiments, an image win-
dow may be changed by zooming or panning from one image
window to another. In some embodiments, simultaneous
images may be formed of multiple overlapping or non-over-
lapping image windows within the insonified region.

[0127] By contrast, using a phased array transmit/receive
imaging system, the only imaged region in focus is the region
within the depth range at which the transmitted ultrasound
signals are focused. As a result, such systems (even if they
were to employ a pre-beamformer memory) are limited in
their ability to construct images of portions of the insonified
region other than those originally displayed during a real-
time imaging session. Furthermore, when users of such sys-
tems wish to increase the size of the displayed image by
“zooming in”, the system typically interpolates data in
between displayed pixels, because additional sample data is
not available to fill in those gaps otherwise.

[0128] For example, during a typical imaging session, a
user of an ultrasound system using a multiple aperture ping
imaging process may select an image area of any desired
“zoom” level so as to display an image of a selected portion of
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the entire insonified region. In some embodiments, raw echo
data from any part of a region approximately the same width
as a multiple aperture ultrasound probe may be beamformed
to produce an image. During such an imaging session, the
system may capture and store raw echo data of the entire
insonified region while displaying a real-time image of only
the selected region. In order to generate the real-time image,
the system may perform the receive beamforming steps
described above using received (and/or stored) echo data. In
particular, the system may triangulate received echoes using
an assumed speed-of-sound value, element position data,
time delays of received echoes and a coherent/incoherent
summation algorithm to form an image. In some embodi-
ments, the system may form a real-time image with a pixel
resolution optimized for a particular display. In doing so, in
the case of display devices with native resolutions lower than
the actual beamformed resolution, some echo data represent-
ing points between the displayed image pixels may be
ignored. In some embodiments, hardware limitations, such as
limits imposed by processing or data transmission electron-
ics, may necessitate using less than all available echo data
when beamforming for real-time display. For these reasons or
others, under some circumstances, a system may be limited to
using only a portion of all available echo data for forming an
image.

[0129] If, at some point after the imaging session, it
becomes desirable to zoom in or out (or to pan the image
horizontally or vertically) to get a different view of some
portion of the originally insonified area, a user may simply
define a new view area anywhere within that region. The
system may then beamform the echo data representing echoes
within the selected region by triangulating the echoes using
an assumed speed-of-sound value, element position data,
time delays of received echoes and a coherent/incoherent
summation algorithm to form new image pixels of only the
selected region. In doing so, the new image may be formed
with the full beamforming resolution, even if the selected
region was not visible in the original real-time image. As
discussed elsewhere herein, when producing an image from
stored raw echo data, the various beamforming parameters
(speed-of-sound, element positions, weighting factors, sum-
mation algorithms, etc.) may also be changed relative to val-
ues used during a real-time imaging session. As a result, a
somewhat lower level of skill may be acceptable for capturing
raw data during a real-time imaging session.

[0130] In one embodiment, a process of ultrasound imag-
ing using stored raw echo data may comprise the steps of,
during an ultrasound imaging session, using an ultrasound
system configured for multiple aperture ping imaging, gen-
erating a real-time image of a first section of a region of
interest while storing echo data from an entire insonified
region. The echo data may then later be retrieved from the
memory device, and a second image of a second region of
interest may be generated using the same or different beam-
forming parameters. The second image may have the same,
lower, or higher pixel resolution as the first image. In some
cases, the second region of interest may be a smaller area
within the first region of interest. In other embodiments, a
portion of the second region of interest may lie outside of the
first region of interest, but within the insonified region. In still
other embodiments, the first and second regions of interest
may be entirely non-overlapping.

[0131] In some embodiments, the ability to independently
beamform separate sections of a single insonified region may
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be beneficially used to simultaneously view two separate
portions of the insonified region. As described elsewhere
herein, several seconds, minutes or more of image data may
be stored and retrieved for later viewing. In some embodi-
ments, a first region of interest may be defined to include a
first anatomical structure such as a cross-section of substan-
tially an entire heart of a patient, while a second region of
interest may be defined to include a zoomed-in region of the
first region in order to increase the image size of a portion or
sub-structure of the anatomical structure, such as an aortic
valve of the heart. Because both images are generated from
the same data set, the moving images of the structure and the
sub-structure (e.g., the heart and the valve) will be perfectly
synchronized and may be viewed simultaneously to visualize
the action of different regions of the heart (or other structure)
at the same point in the cardiac cycle (or other movement of
the anatomical structure). Similarly, a third image may also be
produced to show simultaneous action of another portion of
the insonified region, highlighting another sub-structure or an
entirely separate structure, such as the tricuspid valve of the
heart or an adjacent organ. The same techniques may be used
to view regions of other organs (e.g., lungs, liver, kidneys, or
muscular-skeletal structures such as wrist joints, ankle joints,
knee joints, shoulder joints, hip joints or a spine).

[0132] If based on 3D volumetric data (as described
below), perfectly synchronized image windows may even be
defined for structures that do not lie on a common plane.
Therefore, first and second image windows covering non-
coplanar segments of a common three-dimensional volume
may be extracted from a stored echo dataset, and those image
windows may be independently beamformed and displayed
simultaneously in synchronicity.

[0133] Inanotherembodiment, a system may be configured
to produce an image with a pixel resolution nuch higher than
a display resolution by beamforming all available echo data
of a complete insonified region at a maximum possible reso-
lution. In such embodiments, a maximum resolution of beam-
formed images may be determined by evaluating echo data to
establish the size of the smallest reasonably-discernible
details, and then beamforming the echo data to form an image
in which those small details are visible. In some embodi-
ments, assuming sufficient hardware resources and time are
available, the maximum resolution using all available echo
data may be limited only by the total aperture width and the
wavelength of ultrasound transmitted and received. In some
such embodiments, an image may be formed in which a single
pixel represents a physical area the size of approximately half
the wavelength of the ultrasound signals used. In some
embodiments, such high resolution images may be combined
as frames in a video loop.

[0134] In other embodiments, the above methods of zoom-
ing into regions of an image may allow for very accurate
measurements of anatomical or structural features within an
insonified region. Measurements are made possible by the
fact that, at any chosen “zoom” level, the relationship
between pixel size and imaged object size is known exactly as
aresult of the pixel-oriented beamforming method described
above. For example, regardless of what zoom level was dis-
played during real-time imaging, if a feature is within the
insonified region and included in an echo data set, a user may
later zoom in to view and accurately measure features such as
artery diameter, vein diameter, heart chamber size, fetal heart
size or any other desired feature or object.
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[0135] As described above, in some embodiments image
layers formed from different pings or from different receive
apertures may be combined using various combinations of
coherent and incoherent summation in order to accommodate
speed-of-sound differences across a large total aperture, or to
improve the image resolution or speckle reduction in the
combined image. In some embodiments, further coherent and
incoherent summation algorithms may be applied to stored
raw echo data in order to seek a different result.

[0136] In some embodiments, weighting factors may be
applied to various pixels during image layer combining in
order to improve image quality as described in applicants’
prior application (U.S. patent application Ser. No. 13/850,
823, titled “Systems and Methods for Improving Ultrasound
Image Quality by Applying Weighting Factors” filed on Mar.
26, 2013). By re-processing stored raw echo data, such
weighting factors may be applied differently, or may be fur-
ther optimized after data has been captured.

[0137] Some embodiments are described above in which
assumed values for the speed-of-sound along one or more
ultrasound transmit and/or receive paths may be adjusted or
optimized in order to improve the alignment of combined
image layers. In some embodiments, such adjustments and/or
optimizations may be applied to stored raw echo data. Apply-
ing such adjustments during re-processing of stored raw echo
data may allow for more time-consuming optimizations to be
performed (e.g., optimizing an average speed-of-sound value
to use in beamforming calculations).

[0138] In some embodiments, transmit and receive aper-
tures may be re-defined after ultrasound data has been cap-
tured. As described above, the size, location and number of
transmit or receive apertures may be changed depending on a
particular target object geometry or other factors. In some
embodiments, such changes in the size, location or number of
apertures of may be made adaptively in order to optimize the
quality of an image produced from stored raw echo data.
[0139] Applicants’ prior application (U.S. patent applica-
tion Ser. No. 13/730,346, filed Dec. 28, 2012, titled “M-Mode
Ultrasound Imaging of Arbitrary Paths™) describes systems
and methods for defining and displaying an arbitrary M-mode
path. Using stored raw echo data, new M-mode paths may be
defined and displayed based on stored raw echo data that has
been re-beamformed during a raw data viewing session. In
some embodiments, an m-mode path may be defined in one
field of view, and may be displayed along with a completely
different field of view that does not necessarily contain the
same feature as the M-mode path. For example, in some
embodiments raw echo data corresponding to points along
the m-mode path may be retrieved from a raw data memory
device and beamformed independent of raw echo data used to
form a complete image.

[0140] Doppler imaging and Elastographic imaging
involve transmit patterns that are not necessarily present dur-
ing all multiple aperture ping imaging sessions. For example,
ping-based Doppler ultrasound imaging involves transmit-
ting relatively low frequency pings (compared to an imaging
frequency) from one or two transmit apertures at a very high
ping repetition rate (e.g., neatly or faster than a rate corre-
sponding to a round trip ping travel time). Ping-based elasto-
graphic imaging may also involve transmitting imaging pings
at a very high ping repetition rate following transmission of'a
shear-wave inducing pulse.

[0141] When such patterns are transmitted, resulting raw
echo data may be captured and stored, whether or not the
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echoes are processed to display Doppler or Elastography
results during the initial imaging session. Thus, in some
embodiments, when multiple aperture Doppler or Elastogra-
phy transmit patterns described in the above-referenced
applications are present during a raw echo data capture ses-
sion, Doppler or Elastography results may be interpreted or
analyzed using the captured raw echo data retrieved from a
raw data memory device. For example, in some embodi-
ments, multiple aperture Doppler patterns may be transmitted
during an imaging session, and the resulting Doppler echo
data may be captured and stored without processing or dis-
playing color flow Doppler during the live imaging session.
The stored raw echo data may be later retrieved from memory
and processed using the same or different processing hard-
ware in order to visualize and analyze the results of the
Doppler imaging. Similarly, in some embodiments, multiple
aperture Elastography patterns may be transmitted during an
imaging session, and the resulting echo data may be captured
and stored without processing or displaying strain informa-
tion during the live imaging session. The stored raw echo data
may be later retrieved from memory and processed using the
same or different processing hardware in order to visualize
and analyze the results of the Elastography process.

[0142] In some embodiments, image data may be com-
pressed in order to produce real-time images without signifi-
cant perceptible delay. In some cases, such compression may
have the effect of combining images obtained at different
points in time (e.g., by combining image layers obtained from
multiple transmitted pings). This may have the effect of
reducing an actual displayed frame rate from a maximum
possible frame rate at which echo data is captured. However,
by re-beamforming raw echo data and combining images
differently, a much higher frame rate (i.e., a higher number of
frames per second) may be achieved. In some embodiments,
images formed at the much higher frame rate may be viewed
frame-by-frame or in slow motion While slow motion play-
back may occur at a lower number of frames per second
relative to a display frame rate, because such frames may
represent events that occurred at shorter time intervals com-
pared with images presented for real-time viewing, more
detail may be seen. For example, some movements of por-
tions of a heart valve occur much faster than can be captured
with traditional ultrasound systems. The ability to view
images of such motion at a much higher frame-capture rate
may enable dramatic improvements to diagnostic capabili-
ties.

[0143] In addition to the re-processing of raw echo data,
any other downstream image or video processing steps may
be re-applied, modified or improved after re-processing raw
echo data. For example, various video processing filters (e.g,,
mean, median, squaring, Gaussian, despeckle, high-pass,
edge enhancement, contrast enhancement, unsharp masking
or other image and video processing filters) may be re-applied
after re-processing raw echo data into image and video data.

Embodiments of Capturing and Using
Three-Dimensional Raw Data

[0144] Raw data of three-dimensional volumes may also be
beneficially captured, stored, and re-beamformed using simi-
lar systems and methods. The same ping-based imaging tech-
niques described above may be applied to 3D volumetric data
by transmitting ping signals that are not constrained to a
single plane (e.g., three-dimensional semi-spherical or near-
semi-spherical ultrasound signals), and receiving echoes with



US 2014/0058266 A1l

receive elements displaced from one another along at least
two orthogonal axes perpendicular to the imaged medium.
Multiple aperture ultrasound probes configured for ping-
based 3D volumetric imaging may have large total apertures,
which may be substantially greater than any expected coher-
ence width for an intended imaging application.

[0145] 3D volumetric data may be captured and stored
using substantially the same systems and methods described
above. Typically, a multiple aperture probe for 3D imaging
may have substantially more transducer elements than a
probe intended primarily for 2D imaging. As such, an imag-
ing system for capturing and storing 3D volumetric data
during a ping-based imaging process may include substan-
tially more receive channels and may also include a larger
capacity raw data memory device. Theraw echo data stored in
the memory device may be structured as described above,
such that echoes may be distinguished based on the particular
receive element that received them and the particular trans-
mitted ping that generated the echoes.

[0146] Beamforming 3D ping-based echo data may also be
performed using similar systems and methods to those used
for beamforming 2D ping-based echo data. Each digitized
sample value may represent a scatterer from the insonified
region of interest. As in the 2D case, the amplitude of each
received sample along with its time of arrival and the exact
positions of the transmitting and receiving transducers may
be analyzed to define a locus of points identifying potential
positions of the scatterer. In the 3D case, such a locus is a
three-dimensional ellipsoid having as its foci the positions of
the transmit and receive transducers. Each unique combina-
tion of transmit and receive transducer elements may define a
separate view of the same reflector. Thus, by combining infor-
mation from multiple transmit-receive transducer combina-
tions, the actual location of each reflector may be more accu-
rately represented.

[0147] For example, in some embodiments an image in a
3D array of voxels may be assembled in computer memory by
beginning with an evaluation of a selected digital sample. The
selected digitized sample value may be written into every
voxel indicated by the corresponding ellipsoid described
above. Proceeding to do the same with every other collected
sample value, and then combining all resulting ellipsoids may
produce a more refined image. Real scatterers are indicated
by the intersection of many ellipsoids whereas parts of the
ellipsoids not reinforced by other ellipsoids will have low
levels of signal and may be treated as noise (i.e., eliminated or
reduced by filters or other image processing steps).

[0148] In other embodiments, the order of computation
may be changed by beginning with a selected voxel in a final
3D image volume to be produced. For example, for a selected
voxel, the closest stored sample may be identified for each
transmitter/receiver pair. All samples corresponding to the
selected voxel (i.e., all samples with an ellipsoid that inter-
sects the voxel) may then be evaluated and summed (or aver-
aged) to produce a final representation of the voxel. Closeness
of a sample to a selected voxel may be determined by calcu-
lating the vector distance from the three-dimensional position
of a transmitter (i.e., the transmitter from which the ping
signal was transmitted to produce the echo sample) to the
selected voxel position plus the vector distance from the
selected voxel position to the position of a receiver at which
the sample was received. Such a linear distance may be
related to the time-divided sample values by dividing the total
path length by speed of sound through the imaged object.
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Using such a method, the samples corresponding to a calcu-
lated time may be associated with the selected voxel.

[0149] Because ping signals insonify an entire region to be
imaged, echo data obtained via ping-based imaging is seam-
less. By contrast, 2D images assembled from a series of
scanlines typically require some amount of interpolation of
image datain spaces in between adjacent scanlines. Similarly,
volumetric data assembled from a series of planar slices also
tend to require some amount of interpolation of image data in
spaces in between adjacent planar slices.

[0150] The seamless nature of ping-based echo data means
that arbitrary 2D slices may be taken through any portion of a
3D volume without the need for interpolation. In some cases,
non-planar or curved slice may be taken through a section of
volumetric data, and the result of the curved-path slice may be
displayed on a two-dimensional display, either as a flattened
planar image or as a perspective drawing. Such information
may also be presented viaa three-dimensional display such as
aholographic display or a stereoscopic display. Therefore, in
some embodiments, raw echo data from a volumetric imaging
session may be retrieved from a memory device, some or all
of the volume may be beamformed and displayed as an image,
adesired region of the volume may be selected (automatically
by software or manually by an operator), and the selected
region may be re-beamformed and presented as a new image.

[0151] FIG. 6 illustrates a process 600 by which a practi-
tioner may use a suitably configured imaging system to exam-
ine raw echo data captured during a live imaging session 500
that may have been performed by the same practitioner or a
different practitioner at a previous time and/or in a different
location. Raw data from the imaging session may be retrieved
from a memory device 601, the practitioner may direct the
system to construct images 602 from the raw data using a
predetermined set of image formation parameters, and the
practitioner may then view the resulting images 604. The
practitioner may then change one or more image formation
parameters 606 in an attempt to improve the image or to
change a portion of the insonified region to view (e.g., chang-
ing an image window by zooming in, zooming out, or pan-
ning). The practitioner may then direct the system to con-
struct and display images using the changed parameters 608,
and may then view the new images 610. The steps of changing
image formation parameters 606, constructing images using
the changed parameter(s) 708 and displaying new images 610
may be repeated 612 as many times as desired.

[0152] FIG. 7 illustrates a process 700 that may be per-
formed by a suitably configured ultrasound imaging system
in order to re-process raw ultrasound echo data captured
during a live imaging session 500. The process 700 may
include retrieving the raw data from a memory device 704,
accepting user input indicating one or more image formation
parameters to be changed 706, constructing images using the
changed image formation parameter(s) 708, and displaying
the new image(s) 710. The steps of accepting user input 706,
constructing images using the changed parameter(s) 708 and
displaying new images 710 may be repeated 712 as many
times as desired. As described in various embodiments above,
the user input may explicitly specify the image formation
parameters to be changed, or the user input may implicitly
indicate image formation parameters to be changed. An
example of an explicit parameter to change may include
changing a speed of sound value, while an example of an
implicitly specified parameter may include a selection of an
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image layer combination algorithm that combines image lay-
ers using a combination of coherent and incoherent addition.

[0153] Ineither the process 600 of FIG. 6 or the process 700
of FIG. 7, the changed image formation parameters may
include beamforming parameters, such as a speed of sound
value, one or more transducer element position variables, ora
weighting factor. Image formation parameters may also
include a grouping of transducer elements into apertures, or
image layer combining parameters such as changing a num-
ber of image layers per frame or an algorithm for combining
image layers at different levels using coherent or incoherent
addition. Changing image parameters may also include
selecting an M-mode line to display, or selecting a two-di-
mensional slice from a three-dimensional volume.

[0154] Although this invention has been disclosed in the
context of certain preferred embodiments and examples, it
will be understood by those skilled in the art that the present
invention extends beyond the specifically disclosed embodi-
ments to other alternative embodiments and/or uses of the
invention and obvious modifications and equivalents thereof.
Various modifications to the above embodiments will be
readily apparent to those skilled in the art, and the generic
principles defined herein may be applied to other embodi-
ments without departing from the spirit or scope of the inven-
tion. Thus, it is intended that the scope of the present inven-
tion herein disclosed should not be limited by the particular
disclosed embodiments described above, but should be deter-
mined only by a fair reading of the claims that follow.

[0155] In particular, materials and manufacturing tech-
niques may be employed as within the level of those with skill
in the relevant art. Furthermore, reference to a singular item,
includes the possibility that there are plural of the same items
present. More specifically, as used herein and in the appended
claims, the singular forms “a,” “and,” “said,” and “the”
include plural referents unless the context clearly dictates
otherwise. As used herein, unless explicitly stated otherwise,
the term “or” is inclusive of all presented alternatives, and
means essentially the same as the commonly used phrase
“and/or.” Thus, for example the phrase “A or B may be blue”
may mean any of the following: A alone is blue, B alone is
blue, both A and B are blue, and A, B and C are blue. It is
further noted that the claims may be drafted to exclude any
optional element. As such, this statement is intended to serve
as antecedent basis for use of such exclusive terminology as
“solely,” “only” and the like in connection with the recitation
of claim elements, or use of a “negative” limitation. Unless
defined otherwise herein, all technical and scientific terms
used herein have the same meaning as commonly understood
by one of ordinary skill in the art to which this invention
belongs.

What is claimed is:

1. A method of ultrasound imaging, comprising the steps
of:

transmitting an unfocused ping ultrasound pulse with a
multiple aperture imaging system to insonify a region of
interest;

generating in real-time a first image of a first section of the
region of interest;

storing echo data received from the insonified region in a
memory device;

after the storing step, retrieving the echo data from the
memory device; and
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processing the echo data to form a second image of a
second section of the region of interest, wherein the
second section covers a portion of the region of interest
not present first section.

2. The method of claim 1, wherein the generating step
comprises using a first set of beamforming parameters, and
the processing step comprises using a second set of beam-
forming parameters different than the first set of beamform-
ing parameters.

3. The method of claim 1, wherein the second image has a
higher pixel resolution than the first image.

4. The method of claim 1, wherein the second image covers
a portion of the region of interest within the first section.

5. The method of claim 1, wherein the first and second
sections of the region ofinterest are entirely non-overlapping.

6. The method of claim 1, further comprising:

processing the echo data to form a third image of a third
section of the region of interest, wherein the third image
covers a portion of the region of interest not present in
the second image; and

simultaneously displaying the second image and the third
image.

7. The method of claim 6, wherein a cross-section of a
human heart is visible in the first image, only a first portion of
the heart is visible in the second image, and only a second
portion of the heart is visible in the third image.

8. The method of claim 6, wherein forming a second image
and forming a third image further comprise combining a
plurality of image layers, each image layer corresponding to
a different combination of a transmitted ultrasound pulse and
a receive aperture, and wherein forming the second image
comprises combining a different number of image layers than
forming the third image.
9. The method of claim 6, further comprising measuring an
object visible in the second image.
10. A method of processing ultrasound data, comprising
the steps of:
retrieving a first data set from a first non-volatile digital
memory device, the first data set comprising position
and orientation information of a transmit aperture;

retrieving a second data set from a second non-volatile
digital memory device, the second data set comprising a
series of ultrasound echo strings, each ultrasound echo
string comprising echo data associated with a transmit
aperture responsible for producing the echo data;

determining a transmit location of the transmit aperture
from the first data set;

determining a receive location of a receive aperture from

the second data set; and

beamforming the second data set using a first set of beam-

forming parameters to produce a first set of images of a
target object.

11. The method of claim 10, further comprising:

adjusting at least one beamforming parameter to form a
second set of beamforming parameters; and
beamforming the second data set using the second set of
beamforming parameters to produce a second set of
images of the target object.
12. The method of claim 11, wherein the at least one
beamforming parameter is a speed-of-sound in the target
object.
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13. The method of claim 11, wherein the at least one
beamforming parameter is a position of a transmit transducer
element of the transmit aperture or a receive transducer ele-
ment of the receive aperture.

14. The method of claim 11, wherein the at least one
beamforming parameter is a weighting factor.

15. The method of claim 10, further comprising:

defining an image window of the target object; and

beamforming the second data set to produce a second set of
images of the image window of the target object.

16. The method of claim 15, wherein the image window
covers an area within the first set of images and less than a
total area of the first set of images, the method further com-
prising measuring a size of a structure visible in the second set
of images.

17. The method of claim 10, further comprising adding an
m-mode line to a display based on an image formed from the
second data set.

18. The method of claim 10, further comprising adjusting
an algorithm for combining images coherently and incohet-
ently.

19. The method of claim 10, wherein producing the first set
of images further comprises combining a first plurality of
image layers to form a first set of frames, each image layer
corresponding to a different combination of the transmit apet-
ture and the receive aperture, and displaying the first set of
frames at a first frame rate.

20. The method of claim 19, further comprising beamform-
ing the second data set to produce a second set of images of
the target object, including combining a second plurality of
image layers to form a second set of frames, each image layer
corresponding to a different combination of the transmit apet-
ture and the receive aperture, the second set of frames having
a greater number of frames than the first set of frames, and
displaying the second set of frames at a second frame rate that
is higher than the first frame rate.

21. An ultrasound imaging system comprising:

a multiple aperture ultrasound probe having a plurality of
transmit transducer elements and a plurality of receive
transducer elements;

transmit control electronics configured to control transmis-
sion of ultrasound pulses from the transmit transducer
elements of the probe;

receiver electronics configured to receive echo signals
from the receive transducer elements corresponding to
echoes of the ultrasound pulses; and

a raw data memory in electronic communication with the
receiver electronics, the raw data memory containing
digital data representing an identity of at least one trans-
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mit element, a time at which the at least one transmit
element sent an ultrasound pulse, and a series of data
points representing a magnitude of echoes from the
ultrasound pulse.

22. The system of claim 21, further comprising a beam-
former in electronic communication with the raw data
memory, the beamformer being configured to retrieve echo
data from the raw data memory and to form images from the
retrieved echo data.

23. An ultrasound image-processing computing device,
comprising:

a processor;

a first non-volatile memory device containing process

code;

a second non-volatile memory device containing ultra-
sound echo data associated with a transmit aperture, and
containing transducer element location data defining an
acoustic position of transmit transducer elements of the
transmit aperture relative to receive transducer elements
of a receive aperture;

wherein the processor is configured to execute the process
code in the first non-volatile memory device to retrieve
the ultrasound echo data from the second memory
device, and form images by beamforming the echo data
based on the transducer element location data.

24. The device of claim 23, wherein the device is not
electronically or physically connected to an ultrasound probe
containing the transmit aperture and the receive aperture.

25. A method of ultrasound imaging, comprising:

transmitting an ultrasound ping from at least one transmit
element into a patient;

storing transmit information pertaining to the ultrasound
ping in raw data memory;

receiving echoes corresponding to the ultrasound ping with
at least one receive element;

sampling the echoes at a plurality of sampling points to
generate a digital record containing a signal magnitude
and timestanip entry; and

storing the digital record in raw data memory for each
sampling point.

26. The method of claim 25, further comprising forming an

ultrasound image from the digital record.

27. The method of claim 25, further comprising:

performing a calibration operation of the transmit and
receive elements to obtain updated calibration data; and

processing the digital record using the updated calibration
data to form an ultrasound image.
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