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Description
Field

[0001] The present invention relates to an ultrasonic observation apparatus for observing a tissue of a specimen by
using ultrasonic waves, a method for operating the ultrasonic observation apparatus, and a program for operating the
ultrasonic observation apparatus.

Background

[0002] Conventionally, a technique for imaging feature data of a frequency spectrum of a received ultrasonic signal
is known as a technique using ultrasonic waves for observing a tissue characteristics to be observed, such as a specimen
(for example, see Patent Literature 1). According to this technique, after the feature data of the frequency spectrum is
extracted as an amount representing the tissue characteristics to be observed, a feature-data image to which visual
information corresponding to the feature data is provided is generated and displayed. A user, such as a doctor, diagnoses
the tissue characteristics of the specimen by observing the displayed feature-data image.

Citation List

Patent Literature

[0003] Patent Literature 1: WO2012/063975
Summary

Technical Problem

[0004] However, according to the above-described conventional technique, luminance and color of a pixel that forms
the feature-data image vary depending on a value of a display parameter required for imaging, such as gain and contrast,
and have poor correlation with a value of the feature data. For this reason, according to the above-described conventional
technique, itis sometimes difficult for a user to objectively and precisely diagnose the tissue characteristics to be observed.
[0005] The present invention has been made in view of the foregoing and an object of the invention is to provide an
ultrasonic observation apparatus, a method for operating the ultrasonic observation apparatus, and a program for op-
erating the ultrasonic observation apparatus that allow a user to objectively and precisely diagnose tissue characteristics
to be observed.

Solution to Problem

[0006] To solve the problem explained above and to achieve the object, an ultrasonic observation apparatus according
to the invention includes: an ultrasonic probe configured to transmit an ultrasonic signal to a specimen and to receive
an ultrasonic wave reflected from the specimen; a frequency analysis unit configured to analyze a frequency of the
ultrasonic wave received by the ultrasonic probe to calculate a frequency spectrum; a feature-data extraction unit con-
figured to approximate the frequency spectrum calculated by the frequency analysis unit to extract at least one piece of
feature data from the frequency spectrum; and a feature-data image data generation unit configured to generate feature-
data image data for displaying information corresponding to the feature data in accordance with one of a plurality of
display methods, depending on a relationship between the feature data extracted by the feature-data extraction unit and
a threshold in the feature data, the threshold being constant regardless of a value of a display parameter of image data.
[0007] In the above-described invention, the ultrasonic observation apparatus according to the invention further in-
cludes: a threshold information storage unit configured to associate a value of the feature data including the threshold
with the plurality of display methods, and to store the value of the feature data including the threshold and the plurality
of display methods; and a display method selector configured to select a display method of the information corresponding
to the feature data extracted by the feature-data extraction unit from among the plurality of display methods stored in
the threshold information storage unit, and to cause the feature-data image data generation unit to generate the feature-
data image data in accordance with the selected display method.

[0008] Accordingto the ultrasonic observation apparatus of the invention, in the above-described invention, the plurality
of display methods are classified into color display in which hue varies depending on the value of the feature data, and
gray scale display in which hue is constant regardless of the value of the feature data. The display method selector is
configured to select one of the color display and the gray scale display in accordance with a magnitude relationship
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between the feature data and the threshold.

[0009] According to the ultrasonic observation apparatus of the invention, in the above-described invention, the ultra-
sonic probe can be selected from a plurality of ultrasonic probes different in types from one another. The threshold
information storage unit stores the threshold according to types of the specimen and the ultrasonic probe. The feature-
data image data generation unit is configured to generate the feature-data image data based on the threshold according
to the types of the specimen and the ultrasonic probe.

[0010] According to the ultrasonic observation apparatus of the invention, in the above-described invention, the feature-
data extraction unit includes: an approximation unit configured to perform approximation processing on the frequency
spectrum calculated by the frequency analysis unit to calculate an approximate expression of the frequency spectrum;
and an attenuation correction unit configured to perform attenuation correction processing for reducing contribution of
attenuation that occurs in accordance with a receiving depth and frequency of the ultrasonic wave, on the approximate
expression calculated by the approximation unit to extract the feature data of the frequency spectrum.

[0011] According to the ultrasonic observation apparatus of the invention, in the above-described invention, the feature-
data extraction unit includes: an attenuation correction unit configured to perform attenuation correction processing for
reducing contribution of attenuation that occurs in accordance with a receiving depth and frequency of the ultrasonic
wave, on the frequency spectrum calculated by the frequency analysis unit when the ultrasonic wave propagates; and
an approximation unit configured to perform approximation processing on the frequency spectrum corrected by the
attenuation correction unit to extract the feature data of the frequency spectrum.

[0012] According to the ultrasonic observation apparatus of the invention, in the above-described invention, the ap-
proximation unitis configured to approximate the frequency spectrum as an approximation target by a polynomial through
regression analysis.

[0013] According to the ultrasonic observation apparatus of the invention, in the above-described invention, the ap-
proximation unit is configured to approximate the frequency spectrum as the approximation target by a linear expression,
and to extract, as the feature data, at least one of a slope of the linear expression, an intercept of the linear expression,
and intensity that is defined by using the slope, the intercept, and a specific frequency included in a frequency band of
the frequency spectrum.

[0014] A method for operating an ultrasonic observation apparatus according to the invention is a method for operating
an ultrasonic observation apparatus that transmits an ultrasonic signal to a specimen and receives an ultrasonic wave
reflected from the specimen. The method includes: a frequency analysis step of analyzing, by a frequency analysis unit,
a frequency of the ultrasonic wave to calculate a frequency spectrum; a feature-data extraction step of approximating,
by a feature-data extraction unit, the frequency spectrum to extract at least one piece of feature data from the frequency
spectrum; and a feature-data image data generation step of generating, by a feature-data image data generation unit,
feature-data image data for displaying information corresponding to the feature data in accordance with one of a plurality
of display methods, depending on a relationship between the feature data extracted in the feature-data extraction step
and a threshold inthe feature data, the threshold being constant regardless of a value of a display parameter ofimage data.
[0015] A program for operating an ultrasonic observation apparatus according to the invention causes the ultrasonic
observation apparatus that transmits an ultrasonic signal to a specimen and receives an ultrasonic wave reflected from
the specimen to execute: a frequency analysis step of analyzing, by a frequency analysis unit, a frequency of the ultrasonic
wave to calculate a frequency spectrum; a feature-data extraction step of approximating, by a feature-data extraction
unit, the frequency spectrum to extract at least one piece of feature data from the frequency spectrum; and a feature-
data image data generation step of generating, by a feature-data image data generation unit, feature-data image data
for displaying information corresponding to the feature data in accordance with one of a plurality of display methods,
depending on a relationship between the feature data extracted in the feature-data extraction step and a threshold in
the feature data, the threshold being constant regardless of a value of a display parameter of image data.

Advantageous Effects of Invention

[0016] The present invention allows a user to objectively and precisely diagnose the tissue characteristics to be
observed.

Brief Description of Drawings

[0017]
FIG. 1 is a block diagram illustrating a configuration of an ultrasonic observation apparatus according to one em-
bodiment of the present invention.

FIG. 2 is a diagram illustrating a relationship between a receiving depth and an amplification factor in amplification
processing performed by a signal amplification unit of the ultrasonic observation apparatus according to one em-
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bodiment of the present invention.

FIG. 3is adiagram illustrating the relationship between the receiving depth and the amplification factor in amplification
processing performed by an amplification correction unit of the ultrasonic observation apparatus according to one
embodiment of the present invention.

FIG. 4 is a diagram illustrating an example of a frequency spectrum calculated by a frequency analysis unit of the
ultrasonic observation apparatus according to one embodiment of the present invention.

FIG. 5 is a diagram illustrating straight lines corresponding to feature data corrected by an attenuation correction
unit of the ultrasonic observation apparatus according to one embodiment of the present invention.

FIG. 6 is adiagram illustrating a display example of a B-mode image corresponding to B-mode image data generated
by a B-mode image generation unit of the ultrasonic observation apparatus according to one embodiment of the
present invention.

FIG. 7 is a diagram illustrating a relationship between the feature data and a plurality of display methods when a
feature-data image data generation unit of the ultrasonic observation apparatus according to one embodiment of
the present invention generates feature-data image data.

FIG. 8 is a diagram schematically illustrating an image illustrated in FIG. 7 in black and white.

FIG. 9 is a diagram illustrating an example of threshold information stored in a threshold information storage unit of
the ultrasonic observation apparatus according to one embodiment of the present invention.

FIG. 10 is a flow chart illustrating an overview of processing of the ultrasonic observation apparatus according to
one embodiment of the present invention.

FIG. 11 is a flow chart illustrating an overview of processing performed by a frequency analysis unit of the ultrasonic
observation apparatus according to one embodiment of the present invention.

FIG. 12 is a diagram schematically illustrating data arrangement of one sound ray.

FIG. 13 is a diagram schematically illustrating an example of a feature-data image displayed by a display unit of the
ultrasonic observation apparatus according to one embodiment of the present invention.

FIG. 14 is a diagram schematically illustrating another method of setting hue when the feature-data image data
generation unit of the ultrasonic observation apparatus according to one embodiment of the present invention
generates the feature-data image data.

FIG. 15 is a diagram schematically illustrating the image illustrated in FIG. 14 in black and white.

FIG. 16 is a diagram illustrating an example of a case where the display unit of the ultrasonic observation apparatus
according to another embodiment of the present invention superimposes the B-mode image on the feature-data
image and displays the B-mode image and the feature-data image.

FIG. 17 is a diagram schematically illustrating the image illustrated in FIG. 16 in black and white.

FIG. 18 is a diagram schematically illustrating an overview of attenuation correction processing performed by an
attenuation correction unit of the ultrasonic observation apparatus according to another embodiment of the present
invention.

Description of Embodiments

[0018] Modes for carrying out the invention (hereinafter referred to as "embodiments") will be described below with
reference to the accompanying drawings.

[0019] FIG. 1 is a block diagram illustrating a configuration of an ultrasonic observation apparatus according to one
embodiment of the present invention. An ultrasonic observation apparatus 1 illustrated in FIG. 1 is an apparatus for
observing a specimen to be diagnosed by using ultrasonic waves. The ultrasonic observation apparatus 1 includes an
ultrasonic probe 2 that outputs an ultrasonic pulse to the outside and receives an externally reflected ultrasonic echo,
a transmitting and receiving unit 3 that transmits and receives an electric signal to and from the ultrasonic probe 2, a
computing unit 4 that performs specified computations on an electric echo signal obtained by converting the ultrasonic
echo, an image processing unit 5 that generates image data corresponding to the electric echo signal, an input unit 6
that is implemented by using an interface, such as a keyboard, a mouse, or a touch panel, and that receives input of
various pieces of information, a display unit 7 that is implemented by using a display panel including a liquid crystal or
organic EL and that displays various pieces of information including an image generated by the image processing unit
5, a storage unit 8 that stores various pieces of information required for ultrasonic observation, and a control unit 9 that
performs operation control of the ultrasonic observation apparatus 1. The ultrasonic observation apparatus 1 includes
a scope that has the ultrasonic probe 2 provided at a distal end, and a processor to which a proximal end of the scope
is detachably connected, the processor being provided with the above-described units other than the ultrasonic probe 2.
[0020] The ultrasonic probe 2 has a signal converter 21 that converts an electric pulse signal received from the
transmitting and receiving unit 3 into an ultrasonic pulse (acoustic pulse signal), and that converts the ultrasonic echo
reflected from the external specimen into the electric echo signal. The ultrasonic probe 2 may mechanically scan an
ultrasonic transducer, or may electronically scan the plurality of ultrasonic transducers. According to the embodiment,
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it is possible to select and use, as the ultrasonic probe 2, one of a plurality of types of ultrasonic probes 2 different from
one another.

[0021] The transmitting and receiving unit 3 is electrically connected to the ultrasonic probe 2, transmits the pulse
signal to the ultrasonic probe 2, and receives the electric echo signal that is a reception signal from the ultrasonic probe
2. Specifically, the transmitting and receiving unit 3 generates the pulse signal based on a previously set waveform and
transmitting timing, and transmits the generated pulse signal to the ultrasonic probe 2.

[0022] The transmitting and receiving unit 3 has a signal amplification unit 31 that amplifies the echo signal. Specifically,
the signal amplification unit 31 performs STC correction to amplify the echo signal with higher amplification factor as a
receiving depth of the echo signal increases. FIG. 2 is a diagram illustrating a relationship between the receiving depth
and the amplification factor in amplification processing performed by the signal amplification unit 31. The receiving depth
z illustrated in FIG. 2 is an amount calculated based on an elapsed time from a time point at which reception of the
ultrasonic wave is started. As illustrated in FIG. 2, when the receiving depth z is smaller than a threshold z,, the
amplification factor P (dB) increases linearly from B to By, (> Bg) as the receiving depth z increases. In addition, when
the receiving depth z is equal to or greater than the threshold z,, the amplification factor p takes a constant value By,.
A value of the threshold z, is a value at which the ultrasonic signal received from the specimen is almost attenuated
and noise is dominant. More generally, the amplification factor B may monotonically increase as the receiving depth z
increases when the receiving depth z is less than the threshold zy,.

[0023] After performing processing, such as filtering, on the echo signal amplified by the signal amplification unit 31,
the transmitting and receiving unit 3 performs analog-to-digital conversion on the processed signal to generate and
output a time-domain digital RF signal. Here, when the ultrasonic probe 2 electronically scans a plurality of ultrasonic
transducers, the transmitting and receiving unit 3 has a multi-channel circuit that supports a plurality of ultrasonic trans-
ducers for beam synthesis.

[0024] The computing unit 4 has an amplification correction unit 41 that performs amplification correction to make the
amplification factor constant with respect to the digital RF signal that is output from the transmitting and receiving unit
3 regardless of the receiving depth, a frequency analysis unit 42 that calculates a frequency spectrum by applying fast
Fourier transform (FFT) to the digital RF signal that undergoes amplification correction to perform frequency analysis,
and a feature-data extraction unit 43 that extracts feature data of the specimen by performing approximation processing
on the frequency spectrum at each point calculated by the frequency analysis unit 42 based on regression analysis, and
attenuation correction processing for reducing contribution of attenuation that occurs depending on the receiving depth
and a frequency of an ultrasonic wave when the ultrasonic wave propagates.

[0025] FIG. 3 is a diagram illustrating the relationship between the receiving depth and the amplification factor in
amplification processing performed by the amplification correction unit 41. As illustrated in FIG. 3, the amplification factor
P (dB) in amplification processing that is performed by the amplification correction unit 41 takes a maximum value By, -
Bo when the receiving depth z is zero, decreases linearly while the receiving depth z increases from zero to the threshold
Zy,» and is zero when the receiving depth z is equal to or greater than the threshold z,. When the amplification correction
unit 41 performs amplification correction on the digital RF signal with the amplification factor determined in this way, an
influence of the STC correction in the signal amplification unit 31 can be offset, and a signal having the constant ampli-
fication factor By, can be output. Note that, of course, the relationship between the receiving depth z and the ampilification
factor B performed by the amplification correction unit 41 changes in accordance with the relationship between the
receiving depth and the amplification factor in the signal amplification unit 31.

[0026] A reason to perform such amplification correction will be described. The STC correction is a correction for
amplifying amplitude of an analog signal waveform uniformly over an entire frequency band. Accordingly, while a sufficient
effect can be obtained by performing the STC correction when generating a B-mode image that uses amplitude of an
ultrasonic wave, an influence of attenuation following propagation of the ultrasonic wave cannot be accurately eliminated
when calculating the frequency spectrum of the ultrasonic wave. In order to solve this situation, while a reception signal
that undergoes the STC correction is output when generating the B-mode image, new transmission different from trans-
mission for generating the B-mode image may be performed to output a reception signal that has not undergone the
STC correction when generating an image based on the frequency spectrum. In this case, however, there is a problem
that a frame rate of image data generated based on the reception signal may decline. Therefore, in the embodiment,
the amplification correction unit 41 performs correction of the amplification factor in order to eliminate the influence of
the STC correction once on the signal that undergoes the STC correction for the B-mode image while maintaining the
frame rate of the generated image data.

[0027] For each sound ray (line data), the frequency analysis unit 42 calculates the frequency spectrum at a plurality
of points (data position) on the sound ray by applying fast Fourier transform to the FFT data group made of a specified
data amount. A result calculated by the frequency analysis unit 42 is obtained as a complex number and is stored in the
storage unit 8.

[0028] Generally, the frequency spectrum shows tendencies that differ depending on the tissue characteristics of a
specimen. This is because the frequency spectrum is correlated with a size, density, acoustic impedance, and the like
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of the specimen that serves as a scatterer for scattering an ultrasonic wave. Note that, in the embodiment, examples of
"tissue characteristics" include one of a cancer, an endocrine tumor, a mucinous tumor, a normal tissue, and a vascular
channel.

[0029] FIG. 4 is a diagram illustrating an example of the frequency spectrum calculated by the frequency analysis unit
42. Specifically, FIG. 4 illustrates the spectrum of intensity I (f, z) when the frequency spectrum obtained by performing
fast Fourier transform on the FFT data group is represented by intensity | (f, z) and phase ¢ (f, z), where the frequency
f and receiving depth are each a function of z. The "intensity" mentioned here refers to one of parameters, such as
voltage, electric power, sound pressure, and acoustic energy. In FIG. 4, the horizontal axis f is frequency, the vertical
axis | is intensity, and the receiving depth z is constant. In the frequency spectrum curve C, illustrated in FIG. 4, a lower
limit frequency f|_and upper limit frequency f of the frequency spectrum are parameters determined based on afrequency
band of the ultrasonic probe 2, a frequency band of the pulse signal transmitted by the transmitting and receiving unit
3, and the like. For example, f| = 3 MHz, and f; = 10 MHz. In the embodiment, the curve and straight line are formed
of a set of discrete points.

[0030] The feature-data extraction unit 43 has an approximation unit 431 that calculates an approximate expression
of the frequency spectrum calculated by the frequency analysis unit 42 through regression analysis, and an attenuation
correction unit 432 that extracts feature data of the frequency spectrum by applying attenuation correction processing
for reducing contribution of attenuation of the ultrasonic wave depending on the receiving depth and frequency of the
ultrasonic wave to the approximate expression calculated by the approximation unit 431.

[0031] The approximation unit 431 approximates the frequency spectrum with a linear expression (regression line)
through regression analysis to extract pre-correction feature data characterizing the approximated linear expression.
Specifically, the approximation unit 431 extracts a slope ay and intercept by of the linear expression as the pre-correction
feature data. The straightline Ly illustrated in FIG. 4 is a straight line corresponding to the linear expression approximated
by the approximation unit 431. Note that the approximation unit 431 may calculate intensity (also referred to as mid-
band fit) ¢, = agfyy + by that is a value on the regression line at a center frequency fy, = (f_ + f)/2 of a frequency band
(f_ < f <fy) as pre-correction feature data other than the slope ay and intercept b,.

[0032] Itis considered that, among the three pieces of feature data, the slope ag is correlated with a size of the ultrasonic
scatterer, and that generally the slope has a smaller value as the scatterer is larger. In addition, the intercept b is
correlated with the size of the scatterer, a difference in the acoustic impedance, number density (concentration) of the
scatterer, and the like. Specifically, it is considered that the intercept b, has a lager value as the scatterer is larger, that
the intercept by has a lager value as the acoustic impedance is larger, and that the intercept b has a larger value as
the density (concentration) of the scatterer is larger. The intensity cy at the center frequency f, (hereinafter, simply
referred to as "intensity") is an indirect parameter derived from the slope ay and the intercept by, and gives spectrum
intensity at a center in the effective frequency band. Therefore, it is considered that the intensity c is correlated to some
extentwith luminance of the B-mode image in addition to the size of the scatterer, the difference in the acousticimpedance,
and the density of the scatterer. Note that an approximate polynomial that is calculated by the feature-data extraction
unit 43 is not limited to the linear expression, and a quadratic or higher-order approximate polynomial can also be used.
[0033] Correction performed by the attenuation correction unit 432 will be described. Generally, an ultrasonic attenu-
ation amount A (f, z) is represented as follows:

A (f, z) = 20zt (1)

Here, o is an attenuation factor, z is a receiving depth of an ultrasonic wave, and f is a frequency. As is obvious from
Equation (1), the attenuation amount A (f, z) is proportional to the frequency f. A specific value of the attenuation factor
o is, when a living body is to be observed, in a range of 0.0 to 1.0 (dB/cm/MHz), and more preferably 0.3 to 0.7
(dB/cm/MHz), and is determined in accordance with a region of the living body. For example, when a pancreas is to be
observed, it may be determined that o = 0.6 (dB/cm/MHz). Here, in the embodiment, a configuration can also be employed
in which the value of the attenuation factor o can be set or changed by an input from the input unit 6.

[0034] The attenuation correction unit 432 extracts the feature data by performing attenuation correction on the pre-
correction feature data (slope a, intercept b, intensity c)) extracted by the approximation unit 431 as follows:

a = ag + 20z (2)
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c = ¢cp + 20zfy (= afy + b) (4)

As is obvious from Equations (2) and (4), the attenuation correction unit 432 performs correction with a larger correction
amount as the receiving depth z of the ultrasonic wave increases. In addition, according to Equation (3), correction
related to the intercept is identical transformation. This is because the intercept is a frequency component corresponding
to the frequency of 0 (Hz) and is not affected by attenuation.

[0035] FIG. 5 is a diagram illustrating straight lines corresponding to the feature data corrected by the attenuation
correction unit 432. The equation representing the straight line L, is given by:

I = af + b = (ap + 20z) £ + by (5)

As is obvious from Equation (5), the straight line L is inclined more than the straight line L, and has the same intercept
as the intercept of the straight line L.

[0036] The image processing unit 5 has a B-mode image data generation unit 51 that generates B-mode image data
from the echo signal, and a feature-data image data generation unit 52 that generates feature-data image data for
displaying information corresponding to the feature data extracted by the feature-data extraction unit 43 in accordance
with one of a plurality of display methods.

[0037] The B-mode image data generation unit 51 performs, on a digital signal, signal processing using a known
technique such as a band-pass filter, logarithmic transformation, gain processing, or contrast processing, and performs
data decimation according to a data step width determined in accordance with a display range of an image in the display
unit 7, thereby generating the B-mode image data. FIG. 6 is a diagram illustrating a display example of the B-mode
image corresponding to the B-mode image data generated by the B-mode image data generation unit 51. A B-mode
image 100 illustrated in FIG. 6 is a gray scale image in which values of R (red), G (green), and B (blue), which are
variables when a RGB color system is employed as a color space, are matched. Note that, when the ultrasonic observation
apparatus 1 is specialized for generation of feature-data image data, the B-mode image data generation unit 51 is not
an essential component. In this case, the signal amplification unit 31 and the amplification correction unit 41 are also
unnecessary.

[0038] The feature-data image data generation unit 52 generates the feature-data image data for displaying the infor-
mation corresponding to the feature data in accordance with one of the plurality of display methods in accordance with
a relationship between the feature data extracted by the feature-data extraction unit 43, and a threshold in the feature
data, the threshold being constant regardless of a value of a display parameter that the image data has. The display
method used here is selected by a display method selector 91 of the control unit 9 described later.

[0039] Information assigned to each pixel in the feature-data image data is determined depending on the data amount
of the FFT data group when the frequency analysis unit 42 calculates the frequency spectrum. Specifically, for example,
a pixel area corresponding to a data amount of one FFT data group is assigned with information corresponding to the
feature data of the frequency spectrum calculated from the FFT data group. Note that, in the embodiment, although
description is given such that the feature data used when generating the feature-data image data is only one type, the
feature-data image data may be generated by using a plurality of types of feature data.

[0040] FIG. 7 is a diagram illustrating an example of a relationship between the feature data and the plurality of display
methods when the feature-data image data generation unit 52 generates the feature-data image data. FIG. 8 is a diagram
schematically illustrating the image illustrated in FIG. 7 in black and white. When illustrated in FIG. 7 and FIG. 8,
information corresponding to the feature data has luminance, saturation, and hue as variables. The plurality of display
methods determine specific values of these variables. When illustrated in FIG. 7 and FIG. 8, the feature-data image data
generation unit 52 generates the feature-data image data when the feature data S is in a range of S;;; < S < S5 A
threshold Sy, illustrated in FIG. 7 and FIG. 8 is a parameter required for imaging, such as gain and contrast, and is
always constant without being affected by the display parameter that is variable during real-time observation. Such a
threshold Sy, is determined depending on a type (substantially, a type of the ultrasonic probe 2 mounted in the scope)
of the scope and a type of the specimen to be observed. The threshold Sy, is stored in a threshold information storage
unit 84 (to be described later) that the storage unit 8 has, together with a relationship with the plurality of display methods
illustrated in FIG. 7 and FIG. 8.

[0041] Examples of setting of luminance (curve V), saturation (curve V,), and hue (color bar CB) in a magnitude
relationship with the threshold Sy, will be described below with reference to FIG. 7 and FIG. 8. In FIG. 7 and FIG. 8,
while gray scale display is employed so that the hue is constant when the feature data S is equal to or greater than the
threshold Sy, color display is employed so that the hue varies when the feature data S is less than the threshold Sy;,.
More specific description will be given below.
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* When Sth £S5 = Smax

[0042] The luminance increases as the feature data S increases. The saturation is zero regardless of the value of the
feature data S, and the hue is constant regardless of the value of the feature data S (gray scale display). An area T,
illustrated in FIG. 7 and FIG. 8 is an area where the value of the feature data S corresponds to a normal tissue.

[0043] The luminance and saturation are constant regardless of the value of the feature data S. In addition, the hue
changes sequentially from green G (illustrated by a dot patternin FIG. 8), red R (illustrated by an obliquely striped pattern
in FIG. 8), and blue B (illustrated by an oblique lattice pattern in FIG. 8) from the larger feature data S (color display). In
FIG. 7 and FIG. 8, bandwidths of respective colors are equal. In addition, while an area T, (an area extending over green
G and red R) illustrated in FIG. 7 and FIG. 8 is an area where the value of the feature data S corresponds to a lesion,
an area T3 (an area corresponding to blue B) is an area corresponding to a vascular channel. Note that, in this case,
the luminance may be continuously decreased as the feature data S increases.

[0044] Meanwhile, the relationship between the feature data and the display methods illustrated in FIG. 7 and FIG. 8
is only one example. For example, it is preferable to set a number and type of colors, and the bandwidth of each color
in color display in accordance with the relationship between the feature data S, and an organ to be observed and the
scope to be used. In addition, regarding the type of colors, a user may be able to change settings via the input unit 6.
Moreover, it is also possible to make settings to change hue in all the display areas and to switch the colors between
both sides of the threshold. In addition, it is also possible to set a plurality of thresholds and to configure the display
methods depending on a magnitude relationship with each threshold.

[0045] The storage unit 8 has an amplification factor information storage unit 81, a window function storage unit 82,
a correction information storage unit 83, and a threshold information storage unit 84. The amplification factor information
storage unit 81 stores arelationship (for example, the relationship illustrated in FIG. 2 and FIG. 3) between the amplification
factor and the receiving depth as amplification factor information, the amplification factor being referred to when the
signal amplification unit 31 performs amplification processing, and when the amplification correction unit 41 performs
amplification correction processing. The window function storage unit 82 stores at least one window function among
window functions, such as Hamming, Hanning, and Blackman. The correction information storage unit 83 stores infor-
mation related to attenuation correction including Equation (1). The threshold information storage unit 84 stores the
thresholds that are determined depending on a type (substantially, a type of the ultrasonic probe 2 mounted in the scope)
of the scope and a type of the specimen to be observed. The threshold information storage unit 84 also associates each
threshold with the plurality of display methods, and stores the thresholds and the display methods (see FIG. 7).
[0046] FIG. 9 is a diagram schematically illustrating an example of the thresholds stored in the threshold information
storage unit 84. The table Tb illustrated in FIG. 9 records values of the thresholds according to the specimens to be
observed and the types of scopes that each include the ultrasonic probe 2 for three pieces of feature data S1, S2, and
S3. For example, when an organ A, which is a type of specimens, is to be observed by using a scope I, the thresholds
of the feature data S1, S2, and S3 are SA11, SA12, and SA13, respectively. In addition, when an organ B is to be
observed by using a scope I, the thresholds of the feature data S1, S2, and S3 are SB21, SB22, and SB23, respectively.
It is preferable to set the thresholds as values that cancel variations in the feature data generated by a difference in
performance of each scope. Specifically, for example, while a high threshold may be set for a scope that has a tendency
to calculate high feature data, a low threshold may be set for a scope that has a tendency to calculate low feature data.
[0047] The storage unit 8 is implemented by using a read only memory (ROM) in which an operation program for the
ultrasonic observation apparatus 1, a program that starts a specified operating system (OS), and the like are previously
stored, and a random access memory (RAM) that stores computation parameters, data, and the like of each processing,
and the like.

[0048] The control unit 9 has the display method selector 91 that selects the display method corresponding to the
feature data extracted by the feature-data extraction unit 43 by referring to threshold information stored in the threshold
information storage unit 84. The display method selector 91 outputs the selected display method to the feature-data
image data generation unit 52.

[0049] The control unit 9 is implemented by using a central processing unit (CPU) that has computation and control
functions. The control unit 9 exercises centralized control over the ultrasonic observation apparatus 1 by reading, from
the storage unit 8, information and various programs including the operation program for the ultrasonic observation
apparatus 1 which the storage unit 8 stores and contains, and by executing various types of arithmetic processing related
to an operation method for the ultrasonic observation apparatus 1.
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[0050] Note that it is also possible to record the operation program for the ultrasonic observation apparatus 1 in a
computer-readable recording medium, such as a hard disk, a flash memory, a CD-ROM, a DVD-ROM, or a flexible disk,
to allow wide distribution. Recording of various programs into the recording medium may be performed when a computer
orthe recording medium is shipped as a product, or may be performed through downloading via a communication network.
[0051] FIG. 10 is a flow chart illustrating an overview of the processing of the ultrasonic observation apparatus 1 that
has the above configuration. Assume that the type of the ultrasonic probe 2 included in the ultrasonic observation
apparatus 1 is previously recognized by the apparatus itself. For this purpose, for example, a connecting pin for allowing
the processor to determine the type of scope (ultrasonic probe 2) may be provided at an end of the scope on a side of
connection to the processor. This allows the processor side to determine the type of scope in accordance with a shape
of the connected connecting pin of the scope. In addition, about the type of specimen to be observed, the user may
previously input identification information by the input unit 6.

[0052] In FIG. 10, the ultrasonic observation apparatus 1 first performs measurement of a new specimen with the
ultrasonic probe 2 (step S1).

[0053] Subsequently, the signal amplification unit 31 that receives the echo signal from the ultrasonic probe 2 performs
amplification on the echo signal (step S2). Here, the signal amplification unit 31 performs amplification (STC correction)
of the echo signal based on, for example, the relationship between the amplification factor and receiving depth illustrated
in FIG. 2.

[0054] Subsequently, the B-mode image data generation unit 51 generates the B-mode image data by using the echo
signal amplified by the signal amplification unit 31 (step S3). When the ultrasonic observation apparatus 1 is specialized
for generation of the feature-data image data, this step S3 is unnecessary.

[0055] Subsequently, the amplification correction unit 41 performs amplification correction on a signal that is output
from the transmitting and receiving unit 3 so that the amplification factor becomes constant regardless of the receiving
depth (step S4). Here, the amplification correction unit 41 performs amplification correction based on, for example, the
relationship between the amplification factor and the receiving depth illustrated in FIG. 3.

[0056] Afterstep S4,the frequency analysis unit42 calculates the frequency spectrum by performing frequency analysis
through FFT computation (step S5).

[0057] Here, processing (step S5) performed by the frequency analysis unit 42 will be described in detail with reference
to a flow chart illustrated in FIG. 11. First, the frequency analysis unit 42 sets a counter k that identifies a sound ray to
be analyzed as k; (step S21).

[0058] Subsequently, the frequency analysis unit 42 sets an initial value Z&),, of a data position (corresponding to the
receiving depth) Z(K) that typifies a series of data groups (FFT data groups) acquired for FFT computation (step S22).
FIG. 12 is a diagram schematically illustrating a data arrangement of one sound ray. In the sound ray SR illustrated in
FIG. 12, a white or black rectangle means one piece of data. The sound ray SR, is discretized at time intervals corre-
sponding to a sampling frequency (for example, 50 MHz) in the analog-to-digital conversion performed by the transmitting
and receiving unit 3. While FIG. 12 illustrates a case where a first data position of the sound ray SR, is set as the initial
value Z(),, the position of the initial value can be set arbitrarily.

[0059] Subsequently, the frequency analysis unit 42 acquires the FFT data group at the data position Z() (step S$23),
and applies a window function stored in the window function storage unit 82 to the acquired FFT data group (step S24).
By applying the window function to the FFT data group in this way, it is possible to avoid the FFT data group from being
discontinuous at a border, and to prevent artifacts from occurring.

[0060] Subsequently, the frequency analysis unit 42 determines whether the FFT data group at the data position Z(k)
is a normal data group (step S25). Here, the FFT data group needs to have a data number of a power of two. Hereinafter,
assume that the data number of the FFT data group is 2" (n is a positive integer). The FFT data group being normal
means that the data position Z( is a 2"-1th position from the front in the FFT data group. In other words, the FFT data
group being normal means that there are 2n-1 - 1 (defined as N) pieces of data ahead of the data position Z(), and that
there are 2n-1 (defined as M) pieces of data behind the data position Z(). In the case illustrated in FIG. 12, both the FFT
data groups F, and F5 are normal. Note that FIG. 12 illustrates a case of n=4 (N=7, M = 8) .

[0061] When the determination in step S25 results in that the FFT data group at the data position Z&) is normal (step
S25: Yes), the frequency analysis unit 42 proceeds to step S27 described later.

[0062] When the determination in step S25 results in that the FFT data group at the data position Z() is not normal
(step S25: No), the frequency analysis unit 42 generates a normal FFT data group by inserting zero data to cover the
deficiencies (step S26). The window function is applied to the FFT data group that has been determined not normal in
step S25 before addition of zero data. Accordingly, even if zero data is inserted in the FFT data group, discontinuity of
the data does not occur. After step S26, the frequency analysis unit 42 proceeds to step S27 described later.

[0063] In step S27, the frequency analysis unit 42 obtains the frequency spectrum made of complex numbers by
performing FFT using the FFT data group (step S27). As a result, for example, the frequency spectrum curve C4 as
illustrated in FIG. 4 is obtained.

[0064] Subsequently, the frequency analysis unit 42 changes the data position Z() by a step width D (step S28). It is
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assumed that the step width D is previously stored in the storage unit 8. FIG. 12 illustrates a case of D = 15. ltis desirable
to match the step width D to a data step width used when the B-mode image data generation unit 51 generates the B-
mode image data. However, when reduction of a computation amount in the frequency analysis unit 42 is desired, a
value larger than the above data step width may be set.

[0065] Subsequently, the frequency analysis unit 42 determines whether the data position Z(K is larger than a maximum
value ZK)__ in the sound ray SR, (step S29). When the data position Z() is larger than the maximum value ZK)__.
(step S29: Yes), the frequency analysis unit 42 increments the counter k by one (step S30). On the other hand, when
the data position ZK&) is equal to or less than the maximum value ZK)__. (step S29: No), the frequency analysis unit 42
returns to step S23. Thus, the frequency analysis unit 42 performs FFT on [{(Z(®)., - Z(&),) /D} + 1] pieces of the FFT
data group for the sound ray SR,. Here, [X] represents a largest integer that does not exceed X.

[0066] After step S30, the frequency analysis unit 42 determines whether the counter k is larger than the maximum
value Ko« (step S31). When the counter k is larger than k., (step S31: Yes), the frequency analysis unit 42 ends a
series of steps of FFT processing. On the other hand, when the counter k is equal to or less than k5, (step S31: No),
the frequency analysis unit 42 returns to step S22.

[0067] Thus, the frequency analysis unit 42 performs multiple times of FFT computation on each of the (k55 - kg + 1)
sound rays.

[0068] Here, itis assumed that the frequency analysis unit 42 performs frequency analysis processing on all the areas
in which the ultrasonic signal is received. However, the input unit 6 may receive setting input of a specific area of interest
in advance to perform the frequency analysis processing only within the area of interest.

[0069] Following the frequency analysis processing of step S5 described above, the approximation unit 431 extracts
pre-correction feature data by applying regression analysis to the frequency spectrum calculated by the frequency
analysis unit42 as approximation processing (step S6). Specifically, by calculating a linear expression that approximates
intensity | (f, z) of the frequency spectrum in a frequency spectrum frequency band f| < f <f,, through regression analysis,
the approximation unit 431 extracts the slope a, intercept b (, and intensity c) that characterize this linear expression
as pre-correction feature data. The straight line L illustrated in FIG. 4 is an example of a regression line obtained by
performing pre-correction feature-data extracting processing on the frequency spectrum curve C; in step S6.

[0070] Subsequently, the attenuation correction unit 432 performs attenuation correction processing on the pre-cor-
rection feature data extracted by the approximation unit 431 (step S7). For example, when the sampling frequency of
data is 50 MHz, a time interval of data sampling is 20 (nsec). Here, when a speed of sound is assumed to be 1530
(m/sec), a distance interval of data sampling will be 1530 (m/sec) x 20 (nsec)/2 = 0.0153 (mm). Assuming that a data
step number from first data of the sound ray to a data position of the FFT data group to be processed is n, the data
position Z will be 0.0153nD (mm) by using the data step number n and the data step width D. The attenuation correction
unit 432 calculates the slope a, intercept b (, and intensity c) which are feature data of the frequency spectrum, by
substituting a value of the data position Z determined in this way into the receiving depth z of Equations (2) and (4)
described above. Examples of a straight line corresponding to the feature data calculated in this way include the straight
line L illustrated in FIG. 5.

[0071] Steps S6 and S7 described above constitute a feature-data extraction step of extracting, when the feature-data
extraction unit 43 approximates a frequency spectrum, at least one piece of feature data from the frequency spectrum.
[0072] Subsequently, the display method selector 91 selects the display method of information corresponding to the
extracted feature data based on a value of the feature data extracted by the feature-data extraction unit 43, and on the
threshold information stored in the threshold information storage unit 84. The display method selector 91 then outputs
this selection result to the feature-data image data generation unit 52 (step S8).

[0073] Subsequently, the feature-data image data generation unit 52 generates the feature-data image data that
displays information corresponding to the feature data in accordance with the display method selected by the display
method selector 91, in accordance with the relationship between the feature data extracted in the feature-data extraction
step (steps S6 and S7), and a threshold in the feature data, the threshold being constant regardless of the value of the
display parameter that the image data has (step S9).

[0074] Subsequently, the display unit 7 displays the feature-data image generated by the feature-data image data
generation unit 52 under control of the control unit 9 (step S10). FIG. 13 is a diagram illustrating an example of the
feature-data image displayed by the display unit 7, and is a diagram illustrating a display example of the feature-data
image generated based on the relationship between the feature data and the plurality of display methods illustrated in
FIG. 7. Afeature-data image 200 illustrated in FIG. 13 illustrates feature-data distribution in a specimen 201. The feature-
data image 200 has one gray area 202 and two color areas 203 and 204 in the specimen 201. The color area 203
includes a closed green area 205 (illustrated in a dot pattern) and a red area 206 (illustrated in an obliquely striped
pattern) that spreads inside the green area 205. The color area 204 includes an annular red area 207 (illustrated in an
obliquely striped pattern) and a circular blue area 208 (illustrated in an oblique lattice pattern) that spreads inside the
red area 207. It is considered that tissue characteristics differ in these areas, as is obvious from the colors of the areas.
Specifically, a user who looks at the feature-data image 200 can determine that, as the tissue characteristics of the
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specimen 201, the gray area 202 is a normal tissue, the color area 203 is a lesion, and the color area 204 is a vascular
channel, the feature-data image 200 being generated based on correspondence between the color and tissue charac-
teristics described when FIG. 7 and FIG. 8 are described.

[0075] After step S10, the ultrasonic observation apparatus 1 ends a series of steps of processing. Here, the ultrasonic
observation apparatus 1 may be adapted to repeat processing of steps S1 to S10 periodically.

[0076] According to the one embodiment of the present invention described above, the feature-data image data that
displays information corresponding to the feature data in accordance with one of the plurality of display methods is
generated, based on the relationship between the feature data extracted from the frequency spectrum received from
the specimen to be observed and the threshold in the feature data, the threshold being constant regardless of the value
of the display parameter that the image data has. Accordingly, it is possible to obtain the feature-data image data that
has a strong relationship with a value of the feature data without being affected by the display parameter. Therefore,
the embodiment allows the user to diagnose the tissue characteristics to be observed objectively and precisely based
on the feature-data image.

[0077] In addition, according to the embodiment, the display method of information corresponding to the feature data
extracted by the feature-data extraction unit is selected with reference to the threshold information storage unit that
associates the value of the feature data including the threshold with the plurality of display methods and stores the value
of the feature data and the plurality of display methods. In accordance with the selected display method, the feature-
data image data generation unit generates the feature-data image data. Therefore, the relationship between the value
of the feature data and the display method is absolute, enabling objective and highly precise diagnosis by the user even
from this perspective.

[0078] In addition, according to the embodiment, the plurality of display methods are classified roughly into color
display and gray scale display. Therefore, it is possible to generate the feature-data image data that clearly represents
a difference in the tissue characteristics by, for example, applying the display method by color display to a point to
highlight like a lesion among the tissue characteristics of a specimen, while applying the display method by gray scale
display to a normal tissue.

[0079] In addition, according to the embodiment, it is possible to generate the feature-data image data that eliminates
an influence of a hardware difference of the ultrasonic probe while taking the characteristics of the specimen into
consideration, by determining the threshold in accordance with the specimen and the ultrasonic probe (or a type of scope
in which the ultrasonic probe is mounted). As a result, the user is allowed to diagnose the tissue characteristics of the
specimen with higher precision.

[0080] In addition, according to the embodiment, while the B-mode image data is generated based on a signal to which
STC correction is applied for performing amplification with an amplification factor according to the receiving depth, the
frequency spectrum is calculated after amplification correction is performed for offsetting only an influence of STC
correction and making the amplification factor constant regardless of the receiving depth. After approximation processing
is applied to this frequency spectrum, attenuation correction is performed on the pre-correction feature data obtained
by the approximation processing. Thus, it is possible to correctly eliminate an influence of attenuation following propa-
gation of an ultrasonic wave, and to prevent a decline in a frame rate of the image data generated based on the received
ultrasonic wave. Therefore, according to the embodiment, it is possible to prevent the situation that the precision in the
differentiation of the tissue characteristics of the specimen based on the frequency spectrum decreases due to the
influence of attenuation.

(Other Embodiment)

[0081] While the mode for carrying out the present invention has been described above, the present invention should
not be limited only to one embodiment described above. For example, in the present invention, a setting method of hue
when the feature-data image data generation unit 52 generates the feature-data image data is not limited to methods
illustrated in FIG. 7 and FIG. 8. FIG. 14 is a diagram schematically illustrating another setting method of hue when the
feature-data image data generation unit 52 generates feature-data image data. FIG. 15 is a diagram schematically
illustrating the image illustrated in FIG. 14 in black and white. Incasesiillustrated in FIG. 14 and FIG. 15, hue is continuously
varied in accordance with a change in a value of the feature data S in S, < S < Sy,. Specifically, in FIG. 14 and FIG.
15, hue is continuously varied in order of from red to yellow to green to blue in accordance with variation of a wavelength
as the feature data S increases in a range of S, < S < Sy,. Here, a two-directional arrow in FIG. 15 schematically
represents that hue varies continuously between the hues described at both ends of the arrow in accordance with the
variation of the wavelength.

[0082] In addition, in the present invention, the plurality of display methods may be only two methods, color display
and gray scale display. In this case, the display method selector 91 may select one of the two display methods when
the feature data is equal to or greater than the threshold, and may select the other one of the two display methods when
the feature data is less than the threshold.
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[0083] Here, in FIG. 7 (and FIG. 8) and FIG. 14 (and FIG. 15), hue is provided in an area where the feature data is
smaller than the threshold. This is because it is assumed that hue is provided to a tissue (for example, a lesion, such
as a cancer) that is to be observed most when tissue characteristics are determined. Accordingly, depending on the
type of specimen, an area where the feature data is larger than the threshold may be a lesion. Therefore, the area where
hue is provided is not determined by a magnitude relationship with the threshold. It is preferable to have a configuration
in which the area can be changed as appropriate in accordance with conditions, such as a type and characteristic of the
specimen, and tissue characteristics that the user wants to examine.

[0084] In addition, in the present invention, when displaying the feature-data image, the display unit 7 may display the
B-mode image and the feature-data image side by side, and may superimpose the B-mode image on the feature-data
image and display the feature-data image and the B-mode image. FIG. 16 is a diagram illustrating an example of a case
where the display unit 7 superimposes the B-mode image on the feature-data image and displays the feature-data image
and the B-mode image. FIG. 17 is a diagram schematically illustrating the image illustrated in FIG. 16 in black and white.
A superimposed image 300 illustrated in FIG. 16 and FIG. 17 has a B-mode display area 301 in which the B-mode image
is displayed as it is, and a superimposed display area 302 in which the feature-data image and the B-mode image are
displayed in a superimposed state. Here, in FIG. 17, the variation of hue in the superimposed display area 302 is
neglected, and the superimposed display area 302 is schematically illustrated in a vertically striped single pattern. In
the superimposed image 300, it is assumed that a mixing ratio of the feature-data image and the B-mode image is
previously set, but it is also possible to have a configuration in which the mixing ratio can be changed by input from the
input unit 6. Thus, by displaying the feature-data image together with the B-mode image in the display unit 7, it becomes
possible for the user, such as a doctor, to determine the tissue characteristics of the specimen together with information
from the B-mode image, and to perform more precise diagnosis.

[0085] In addition, in the present invention, when the feature-data image that the display unit 7 is displaying is in a
frozen state, the user may change the setting of the threshold arbitrarily.

[0086] In addition, in the present invention, after performing attenuation correction of the frequency spectrum, the
feature-data extraction unit 43 may calculate the approximate expression of the after-correction frequency spectrum.
FIG. 18 is a diagram schematically illustrating an overview of attenuation correction processing performed by the atten-
uation correction unit 432. As illustrated in FIG. 18, the attenuation correction unit 432 performs, on the frequency
spectrum curve C4, correction (I (f, z) — | (f, z) + A (f, z)) for adding an attenuation amount A (f, z) of Equation (1) to
intensity | (f, z) at each of all the frequencies f (f_ < f < f,;) within a band. Thus, a new frequency spectrum curve C, is
obtained with reduced contribution of attenuation following propagation of the ultrasonic wave. The approximation unit
431 extracts the feature data by applying regression analysis to the frequency spectrum curve C,. The feature data
extracted in this case is a slope a, intercept b (, and intensity c) of a straight line L, illustrated in FIG. 18. This straight
line L is identical to the straight line L, illustrated in FIG. 5.

[0087] In addition, in the present invention, the control unit 9 may collectively cause the amplification correction unit
41 to perform amplification correction processing, and cause the attenuation correction unit 432 to perform attenuation
correction processing. This process is equivalent to changing definition of the attenuation amount of attenuation correction
processing in step S7 of FIG. 10 as in the next Equation (6) without performing amplification correction processing in
step S4 of FIG. 10.

A' = 20zf + y (z) (6)

Here, y (z) of the right side is a difference in the amplification factors  and B at the receiving depth z, and is expressed
as follows:

IA

N
o
g

~J
—

Y (z) = = {(Ben = Bo)/zmlz + Ben — B0 (2z

Yy (z) =0 (z > Zn) (8)

[0088] Thus, the present invention can include various embodiments without departing from technical ideas described
in the claims.

Reference Signs List

[0089]
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1 ultrasonic observation apparatus
2 ultrasonic probe

3 transmitting and receiving unit

4 computing unit

5 image processing unit

6 input unit

7 display unit

8 storage unit

9 control unit

21 signal converter

31 signal amplification unit

41 amplification correction unit

42 frequency analysis unit

43 feature-data extraction unit

51 B-mode image data generation unit
52 feature-data image data generation unit
81 amplification factor information storage unit
82 window function storage unit

83 correction information storage unit
84 threshold information storage unit
91 display method selector

100 B-mode image

200 feature-data image

201 specimen

202 gray area

203,204 color area

205 green area

206,207 red area

208 blue area

300 superimposed image

301 B-mode display area

302 superimposed display area

431 approximation unit

432 attenuation correction unit

Claims

1. An ultrasonic observation apparatus comprising:

an ultrasonic probe configured to transmit an ultrasonic signal to a specimen and to receive an ultrasonic wave
reflected from the specimen,;

a frequency analysis unit configured to analyze a frequency of the ultrasonic wave received by the ultrasonic
probe to calculate a frequency spectrum;

a feature-data extraction unit configured to approximate the frequency spectrum calculated by the frequency
analysis unit to extract at least one piece of feature data from the frequency spectrum; and

a feature-data image data generation unit configured to generate feature-data image data for displaying infor-
mation corresponding to the feature data in accordance with one of a plurality of display methods, depending
on a relationship between the feature data extracted by the feature-data extraction unit and a threshold in the
feature data, the threshold being constant regardless of a value of a display parameter of image data.

2. The ultrasonic observation apparatus according to claim 1, further comprising:

a threshold information storage unit configured to associate a value of the feature data including the threshold
with the plurality of display methods, and to store the value of the feature data including the threshold and the
plurality of display methods; and

a display method selector configured to select a display method of the information corresponding to the feature
data extracted by the feature-data extraction unit from among the plurality of display methods stored in the
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threshold information storage unit, and to cause the feature-data image data generation unit to generate the
feature-data image data in accordance with the selected display method.

The ultrasonic observation apparatus according to claim 2, wherein

the plurality of display methods are classified into color display in which hue varies depending on the value of the
feature data, and gray scale display in which hue is constant regardless of the value of the feature data, and

the display method selector is configured to select one of the color display and the gray scale display in accordance
with a magnitude relationship between the feature data and the threshold.

The ultrasonic observation apparatus according to any one of claims 1 to 3, wherein

the ultrasonic probe can be selected from a plurality of ultrasonic probes different in types from one another,

the threshold information storage unit stores the threshold according to types of the specimen and the ultrasonic
probe, and

the feature-data image data generation unit is configured to generate the feature-data image data based on the
threshold according to the types of the specimen and the ultrasonic probe.

The ultrasonic observation apparatus according to any one of claims 1 to 4, wherein the feature-data extraction unit
comprises:

an approximation unit configured to perform approximation processing on the frequency spectrum calculated
by the frequency analysis unit to calculate an approximate expression of the frequency spectrum; and

an attenuation correction unit configured to perform attenuation correction processing for reducing contribution
of attenuation that occurs in accordance with a receiving depth and frequency of the ultrasonic wave, on the
approximate expression calculated by the approximation unit to extract the feature data of the frequency spec-
trum.

The ultrasonic observation apparatus according to any one of claims 1 to 4, wherein the feature-data extraction unit
comprises:

an attenuation correction unit configured to perform attenuation correction processing for reducing contribution
of attenuation that occurs in accordance with a receiving depth and frequency of the ultrasonic wave, on the
frequency spectrum calculated by the frequency analysis unit when the ultrasonic wave propagates; and

an approximation unit configured to perform approximation processing on the frequency spectrum corrected by
the attenuation correction unit to extract the feature data of the frequency spectrum.

The ultrasonic observation apparatus according to claim 5 or 6, wherein the approximation unit is configured to
approximate the frequency spectrum as an approximation target by a polynomial through regression analysis.

The ultrasonic observation apparatus according to claim 7, wherein the approximation unit is configured to approx-
imate the frequency spectrum as the approximation target by a linear expression, and to extract, as the feature data,
at least one of a slope of the linear expression, an intercept of the linear expression, and intensity that is defined by
using the slope, the intercept, and a specific frequency included in a frequency band of the frequency spectrum.

A method for operating an ultrasonic observation apparatus that transmits an ultrasonic signal to a specimen and
receives an ultrasonic wave reflected from the specimen, the method comprising:

a frequency analysis step of analyzing, by a frequency analysis unit, a frequency of the ultrasonic wave to
calculate a frequency spectrum;

a feature-data extraction step of approximating, by a feature-data extraction unit, the frequency spectrum to
extract at least one piece of feature data from the frequency spectrum; and

a feature-data image data generation step of generating, by a feature-data image data generation unit, feature-
data image data for displaying information corresponding to the feature data in accordance with one of a plurality
of display methods, depending on a relationship between the feature data extracted in the feature-data extraction
step and a threshold in the feature data, the threshold being constant regardless of a value of a display parameter
of image data.

10. A program for operating an ultrasonic observation apparatus that transmits an ultrasonic signal to a specimen and

receives an ultrasonic wave reflected from the specimen, the program causing the ultrasonic observation apparatus
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to execute:

a frequency analysis step of analyzing, by a frequency analysis unit, a frequency of the ultrasonic wave to
calculate a frequency spectrum;

a feature-data extraction step of approximating, by a feature-data extraction unit, the frequency spectrum to
extract at least one piece of feature data from the frequency spectrum; and

a feature-data image data generation step of generating, by a feature-data image data generation unit, feature-
data image data for displaying information corresponding to the feature data in accordance with one of a plurality
of display methods, depending on a relationship between the feature data extracted in the feature-data extraction
step and a threshold in the feature data, the threshold being constant regardless of a value of a display parameter
of image data.
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