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Description
Technical Field

[0001] The present invention relates to an ultrasonic image generating method for generating an ultrasonic image
based on ultrasonic echo data obtained by transmitting/receiving ultrasonic waves to/from an inspection object.

Background Art

[0002] In recent years, ultrasonic diagnostic apparatuses have come into wide use in medical and industrial fields.
The ultrasonic diagnostic apparatuses are for noninvasively diagnosing the inside of an inspection object by transmit-
ting/receiving ultrasonic waves to/from the inspection object.

[0003] These conventional ultrasonic diagnostic apparatuses are provided with an ultrasonic image generating method
for generating an three-dimensional ultrasonic (cubic) image constructed by two-dimensional tomograms, such as radial
images (cross sections perpendicular to the scan axis of an ultrasonic transducer) and linear images (cross sections
horizontal to the scan axis of the ultrasonic transducer), based on ultrasonic echo data obtained by transmitting/receiving
ultrasonic waves to/from the inspection object.

[0004] As such a conventional ultrasonic image generating method, for example, as shown in Japanese Unexamined
Patent Application Publication No. 2000-254123, a method has been proposed by which a three-dimensional image
extracted from abody cavity surface is generated in order to facilitate three-dimensionally recognizing an ultrasonic image.
[0005] In general, one problem associated with a tomogram is the "pulsation" of a human body.

[0006] Typically, the ultrasonic diagnostic apparatus performs a helical scan by causing the ultrasonic transducer to
radially scan (i.e., scan perpendicularly to the scan axis of the ultrasonic transducer), and causing it to linearly scan (i.e.,
scan horizontally to the scan axis of the ultrasonic transducer), and thereby acquires two-dimensional tomograms such
as the above-described radial image and linear image. Here, the helical scan requires a time of, e.g., about 2 to 4 sec.
[0007] However, in the above-described conventional ultrasonic image generating method, the positions of a region
of interest usually causes deviation between the scan starting time and scan finishing time due to the pulsation occurring
for the time period of about 2 to 4 sec during which the above-described helical scan is performed. This "deviation"
causes a problem chiefly in the above-described linear image. When the extent of the deviation is too large, even if the
linear image is constructed, it may not bring about a clear image.

[0008] Possible causes of the deviation in the linear image include elements shown in the following table 1 besides
the pulsation.

[TABLE 1]
Causes Features
Pulsation About 70 times per min; periodic, small, and vigorous movement
Peristalsis On the order of once every several seconds; periodic, large, and slow movement
Fluctuation of Probe Irregular and slow movement
Respiratory Movement Irregular and slow movement

[0009] The ultrasonic image generating method set forth in the above-described Japanese Unexamined Patent Ap-
plication Publication No. 2000-254123 involves a problem in that, when the images of an organ with blood vessels
running adjacently thereto are converted into a three-dimensional image, the organ shifts under the influence of the
pulsation, thereby distorting the image.

[0010] In contrast to this, among the conventional ultrasonic image generating methods, a method has been proposed
that attempts to eliminate an influence of pulsation, for example, as set forth in Japanese Unexamined Patent Application
Publication No. 2000-316864.

[0011] However, the ultrasonic image generating method set forth in the above-described Japanese Unexamined
Patent Application Publication No. 2000-316864 has attained an effect to a certain extent on the elimination of an
influence of pulsation, but the elimination effect thereof is not yet sufficient. This being the situation, a more effective
ultrasonic image generating method has been demanded.

[0012] Onthe other hand, among the conventional ultrasonic image generating methods, a method has been proposed
that attempts to stabilize ultrasonic images by determining the barycenter of a body cavity, as set forth in Japanese
Patent No. 331628.

[0013] However, the ultrasonic image generating method set forth in the above-described Japanese Patent No.
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3316268 has only the effect of stabilizing two-dimensional tomograms on a monitor, and even if this method is as-is
applied to an ultrasonicimage with a three-dimensional spread (i.e., three-dimensional image) for eliminating the influence
of pulsation, it would produce no effect.

[0014] Thepresentinvention has been madeinlight of the above-described situations, and aims to provide an ultrasonic
image generating method capable of eliminating the influence of pulsation and acquiring high-quality ultrasonic images.
[0015] Document "SERIAL MEASUREMENT OF CROSS-SECTIONAL AREA IN PERIPHERAL VEIN GRAFTS US-
ING THREE-DIMENSIONAL ULTRASOUND" of D.F. Leotta et al., in ULTRASOUND IN MEDICINE AND BIOLOGY;
New York, NY, LNDK-DOI: 10.1016/S0301-5629(00)00296-9, vol. 27, no. 1, 1 January 2001, pages 61 to 68 discloses
a method for obtaining 3-D images of a vein to which a graft is implanted. The method is based on acquiring 2-D images
through an ultrasound imager based on Doppler effect. From a series of 2-D images, representing a succession of cross
sections of the vein at intervals of 1 or 2 mm in the specific area of interest, a 3-D image is obtained.

[0016] US 6 106 466 A discloses a method for obtaining an automated delineation of hearth contours from images
using reconstruction based modeling. According to US 6 106 466 A, it is possible to calculate cardiac parameters by
rigidly aligning mesh models to observed hearth images and performing automated border detection.

Disclosure of the invention

[0017] The presentinvention concerns an ultrasonic image generating method according to claim 1 and an ultrasonic
image generating program according to claim 6.

[0018] The ultrasonic image generating method for generating an ultrasonic image based on ultrasonic echo data
obtained by transmitting/receiving ultrasonic waves to/from an inspection object, according to the present invention,
includes the following steps performed by an image processing section:

- astep for obtaining a polygon formed by surface extraction points determined based on luminance change on each
of a plurality of two-dimensional tomograms which are consecutively obtained based on the ultrasonic echo data,
wherein the polygon is obtained by connecting the surface extraction points, each of the surface extraction points
exhibiting a large luminance change on each of search lines extending radially from a center of each of the two-
dimensional tomograms;

- areference position setting step for determining a barycenter of the polygon as a the reference position on each of
image with respect to a the plurality of consecutive two-dimensional tomograms;

- acorrection step for obtaining regular and consecutive two-dimensional tomograms by correcting irregularity of the
reference position of each of the two-dimensional tomograms determined by the reference position setting step; and

- an ultrasonic image generating step for generating the ultrasonic images based on the regular and consecutive two-
dimensional tomograms corrected by the correction step.

Brief Description of the Drawings
[0019]

Fig. 1 is a block diagram showing the overall configuration of an ultrasonic diagnostic system.

Fig. 2 is a representation of concrete examples of two-dimensional tomograms (radial images) Gr.

Fig. 3 is a schematic view of an ultrasonic image (three-dimensional image) Gs.

Fig. 4 is a flowchart showing an ultrasonic image generating method in the ultrasonic diagnostic system according
to the first embodiment.

Fig. 5 is a diagram showing images when determining surface extraction points by extracting surface coordinates.
Fig. 6 is a diagram showing images when determining a barycenter by generating a polygon formed by connecting
surface extraction points.

Fig. 7 is a diagram showing two images when corresponding positions on the body cavity surface on the two radial
images are mutually deviated between the two radialimages even though these images depict the same body cavity.
Fig. 8 is a diagram showing two images when barycenters of the two radial images are caused to coincide with each
other by adjusting the positions of these images.

Fig. 9 is a diagram showing an image when a body cavity surface has become smooth as a result of the smoothing.
Fig. 10 is a diagram showing images when corresponding surface positions of the body cavity surfaces do not
coincide between before and after the smoothing.

Fig. 11 is a representation of a concrete example of an ultrasonic image (three-dimensional image) Gs.

Fig. 12 is a diagram showing that radial images Gr are each formed of several hundred pieces of sound ray data.
Fig. 13 is a block diagram showing the overall configuration of an ultrasonic diagnostic system.

Fig. 14 is a schematic view showing a sound ray when scanning a surface position of a body cavity surface.
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Fig. 15 is a histogram showing the frequency with respect to the luminance produced by sampling a predetermined
number of sound rays with respect to all sound rays.

Fig. 16 is a first schematic view when determining an object as a living body tissue with respect to a scan line by a
sound ray.

Fig. 17 is a second schematic view when determining an object as a living body tissue with respect to a scan line
by a sound ray.

Fig. 18 is a schematic view showing a correction processing for erroneous extraction.

Fig. 19 is a first explanatory diagram showing a concrete example for determining the body cavity center (X, Y) as
a reference position.

Fig. 20 is a second explanatory diagram showing a concrete example for determining the body cavity center (X, Y)
as a reference position.

Fig. 21 is a schematic view showing processing for smoothing the positions on a body cavity surface using prior
and subsequent images.

Fig. 22 is a schematic view when distance correction processing is performed so that sound ray data is converted
into radialimages, and that the surface positions of the body cavity surface before smoothing (i.e., surface coordinates
before smoothing) coincide with the surface positions of the smoothed body cavity (i.e., surface coordinates after
the smoothing).

Fig. 23 is a flowchart showing an ultrasonic image generating method in an ultrasonic diagnostic system.

Fig. 24 is a flowchart showing a subroutine for determining the surface extraction points in Fig. 23.

Fig. 25 is a first ultrasonic image example that has been conventionally obtained.

Fig. 26 is the first ultrasonic image example subjected to processing based on the flowchart in Fig. 23.

Fig. 27 is a second ultrasonic image example that has been conventionally obtained.

Fig. 28 is the second ultrasonic image example subjected to processing based on the flowchart in Fig. 23.

Detailed description

[0020] As shown in Fig. 1, an ultrasonic diagnostic system 1 according to a first example includes, in the main section
thereof, an ultrasonic probe 2 incorporating therein an ultrasonic transducer 2a described later; the apparatus main body
(ultrasonic image processing apparatus) 3 for generating an ultrasonic image by signal-processing ultrasonic echo
signals received by the ultrasonic probe 2; and a monitor 4 for displaying ultrasonic images in real time by inputting
output image signals outputted from the apparatus main body 3.

[0021] The ultrasonic probe 2 includes an elongated, flexible insertion section 11 that can be inserted into a body
cavity; a drive section 12 to which the proximal end of the insertion section 11 is detachably connected. The insertion
section 11 incorporates, in its distal end section 11a, an ultrasonic transducer 2a for transmitting/receiving ultrasonic
waves to/form this distal end section 11a.

[0022] The ultrasonic transducer 2a is attached to the distal end of a flexible shaft 21. Here, in the ultrasonic probe 2,
its distal end section 11a is covered with an acoustic cap transmitting ultrasonic waves. The surroundings of the ultrasonic
transducer 2a are filled with ultrasonic propagation media (not shown) transmitting (propagating) ultrasonic waves. A
signal line (not shown) extends from the ultrasonic transducer 2a, and is connected to an ultrasonic observation section
31 described later in the apparatus main body 3 via the drive section 12.

[0023] The ultrasonic probe 2 is adapted to drive a first motor (not shown) incorporated in the drive section 12 to
rotationally drive the ultrasonic transducer 2a, so that the ultrasonic transducer 2a performs radial scans. Furthermore,
the ultrasonic probe 2 is adapted to drive a second motor (not shown) incorporated in the drive section 12 to reciprocate
the flexible shaft 21 in the axial direction (i.e., longitudinal direction; for example, referred to as a Z-axis direction) of the
insertion section 11, so that the ultrasonic transducer 2a can reciprocate and perform a linear scan.

[0024] Specifically, the ultrasonic probe 2 rotationally drives the first and second motors in the drive section 12 simul-
taneously by synchronizing them, so that the ultrasonic transducer 2a can transmit/receive ultrasonic waves in a spiral
manner, and perform a helical scan a three-dimensional region in an inspection object. As a result, the apparatus main
body 3 can obtain a large number of two-dimensional tomograms varying in the coordinate position in the Z-axis direction
from one position to another, little by little, and thereby an ultrasonic image (three-dimensional image) can be constructed
from these two-dimensional tomograms.

[0025] In the ultrasonic probe 2, its drive section 12 is connected to the apparatus main body 3 by the cable 12a.
[0026] The apparatus main body 3 comprises the ultrasonic observation section 31 that transmits/receives ultrasonic
signals to/from the ultrasonic transducer 2a to obtain ultrasonic echo data in a three-dimensional region; a position
detecting section 32 for obtaining position data on the distal end section 11a of the ultrasonic probe 2 in a body cavity
(e.g., stomach 20); an image processing section 33 that is used for obtaining ultrasonic image data based on data by
the position detecting section 32 and ultrasonic observation section 31, that specifies the position of a radial scan surface
by associating position data from the position detecting section 32 with two-dimensional tomograms, and that has a
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CPU generating an ultrasonic image (three-dimensional image) based on an ultrasonic image generating method and
ultrasonic image generating program each described later.

[0027] Connected to the image processing section 33 through an interface (not shown), is a mouse 34 serving as
screen operating means for allowing images as shown in Figs. 2 and 3 to be operated in an interactive manner. The
mouse 34 has a function of performing a screen operation using a mouse cursor with respect to image information
displayed on the display screen of the monitor 4.

[0028] Theimage processing section 33 has a function as control means for moving a selected operation object relative
to the movement of the mouse 34, based on the selection of the operation object in a screen operation by the mouse
34. Also connected to the image processing section 33, is a large-capacity external storage device (not shown) for
recording image data or the like via an interface (not shown).

[0029] The image processing section 33 performs helical scans on the transducer 2a in predetermined pitch units;
coordinate-converts ultrasonic echo data obtained in the ultrasonic observation section 31; and generates a plurality of
two-dimensional tomograms (hereinafter referred to as radial images) Gr of cross sections substantially perpendicular
to the axial direction (Z-axis direction) of the insertion section 11, as shown in Fig. 2. These generated radial images Gr
correspond to, for example, ultrasonic tomographic planes 20A in a stomach 20 shown in Fig. 1.

[0030] Then, the image processing section 33 generates a pseudo ultrasonic image (three-dimensional image) Gs as
shown in Fig. 3 by associating a plurality of radial images Gr consecutively obtained in predetermined pitch units with
position data on the distal end section 11a of the ultrasonic probe 2, the position data having been detected in the position
detecting section 32.

[0031] Here, however, the organ moves under the influence of pulsation, resulting in a distorted ultrasonic image
(three-dimensional image) Gs.

[0032] With this being the situation, in this embodiment, the influence of pulsation is eliminated by the ultrasonic image
generating method and ultrasonic image generating program described below.

[0033] With reference to Figs. 5 to 11, these ultrasonic image generating method and ultrasonic image generating
program will be explained based on a flowchart shown in Fig. 4.

[0034] First, as described in Fig. 1, the ultrasonic probe 2 rotationally drives the first and second motors in the drive
section 12 simultaneously by synchronizing them, so that the ultrasonic transducer 2a performs helical scans in prede-
termined pitch units.

[0035] Thereupon, in the apparatus main body 3, ultrasonic echo signals in a three-dimensional region received by
the ultrasonic transducer 2a are inputted into the ultrasonic observation section 31. The ultrasonic observation section
31 receives the ultrasonic echo signals in the three-dimensional region, from the ultrasonic transducer 2a, and coordinate-
converts these ultrasonic echo signals to generate a plurality of consecutive radial images Gr. Then, the image processing
section 33 receives input of the pieces of image data on the radial images Gr from the ultrasonic observation section
31 one after another, thereby acquiring the plurality of consecutive radial images Gr (step S1).

[0036] Simultaneously, the position detecting section 32 acquires position data on the distal end section 11a of the
ultrasonic probe 2 in the body cavity, and outputs the acquired pieces of position data to the image processing section
33, one after another.

[0037] Then, the image processing section 33 specifies the position of a radial scan surface by associating each piece
of position data from the position detecting section 32 with a respective one of the plurality of consecutive radial images
Gr. The method of the present invention is then performed as follows: As a reference position setting step for determining
the reference position on each image with respect to the plurality of consecutive radial images Gr, the image processing
section 33 performs the following processes of steps S2 and S3.

[0038] First, with respect to the plurality of consecutive radial images Gr, the image processing section 33 extracts
surface coordinates of each of the images, and determines surface extraction points (step S2).

[0039] Here, for example, in an image 40 shown in Fig. 5, the image processing section 33 issues search lines 40a
from the image center, and extracts portions each exhibiting a large luminance change as surface coordinates, thereby
determining the surface extraction points 41.

[0040] Next, the image processing section 33 determines a barycenter as a reference position on each of the images
with respect to a plurality of consecutive radial images Gr (step S3).

[0041] Here, for example, the image processing section 33 generates a polygon 42 formed by connecting surface
extraction points 41 as shown in Fig. 6, and determines a barycenter 43.

[0042] Generally, the barycenters of the polygon 42 include a physical barycenter and geometric barycenter.

[0043] In this embodiment, the barycenter 43 of the polygon is determined by a physical barycenter thereof. However,
the barycenter 43 may also be determined by a geometric barycenter.

[0044] Also, after having generated the polygon 42, the image processing section 33 may approximate the polygon
42 by a circle (not shown) in which the polygon 42 is substantially inscribed, and may determine the center point of this
circle as a barycenter.

[0045] Next, as correction steps for acquiring consecutive radialimages Gr by correcting irregularities of the barycenters
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43 with respect to the respective radial images Gr determined in the reference position setting steps (S2 and S3), the
image processing section 33 performs the following processes of steps S4 to S7.

[0046] Here, under the influence of pulsation and/or due to mechanical shakes of the probe itself, the plurality of
consecutive radial images Gr deviates from each other, for example, as shown in Fig. 7.

[0047] As shown in Fig. 7, even though a radial image Gr 51 and radial image Gr 52 depict the same body cavity, the
positions of body cavity surfaces 51B and 52B deviate from each other.

[0048] Hence, in this embodiment, the image processing section 33 performs processing for shifting each of the
plurality of radial images Gr to adjust the positions of these images, and thereby causing the barycenters on the images
determined in S3 to coincide (align) with each other (step S4).

[0049] For example, as shown in Fig. 8, the image processing section 33 adjusts the positions of the radial image Gr
51 and radial image Gr 52 by shifting their positions in up-and-down and left-and right directions, thereby causing the
barycenters 51A and 52A to coincide with each other.

[0050] At this time, the image processing section 33 may shift the image positions of the radial image Gr 52 in the up-
and-down and left-and-right directions while fixing the image positions of the radial image Gr 51 specified by the user,
and vice versa. Thereby, the image processing section 33 can reduce big "fluctuations" due to mechanical factor.
[0051] However, the image shown in Fig. 8 still leaves small fluctuations 54.

[0052] Hence, the apparatus main body 3 uses prior and subsequent images to perform processing for smoothing the
surface extraction points of a predetermined radial image Gr sandwiched by these images, and thereby smoothing the
positions of a body cavity surface (step S5).

[0053] Here, theimage processing section 33 determines the number of pieces of data to be referred to, for smoothing,
using the following expression (1):

(Count of pieces of data) = 1l/pitch x 4 ... (1)

[0054] Here, the term "pitch" refers to the distance between two-dimensional tomograms (radial images Gr).

[0055] For example, for 0.25 mm pitch, the count of pieces of reference data for smoothing is 16, and for 1 mm pitch,
the above-described count is 4.

[0056] Also, the image to be referred to is determined by the following expression (2):

(number of the image to be referred to) = (number of a
target image) + [n - (count of the reference images) / 2]
eee (2)

[0057] Here, nis a numeral value starting from 1 and ending at [(count of reference images) - 1].

[0058] For example, let the total count of images be 10 (No. 0 to No. 9), and the pitch be 1 mm pitch (i.e., 4 images
are referred to for smoothing). Here, when smoothing is applied to No. 5, the images to be referred to are Nos. 3,4, 5,and 6.
[0059] As described above, the image processing section 33 uses prior and subsequentimages to smooth the surface
extraction points of a predetermined radial image Gr sandwiched by these images, and thereby smoothes the positions
of the body cavity surfaces.

[0060] Then, as the result of the above-described smoothing by the image processing section 33, for example, as
shown in Fig. 9, the image 55 constituted of the radial image Gr 51 and radial image Gr 52 becomes smoothed in the
body cavity surface 55B thereof. Here, the reference character 55A denotes the barycenter of the image 55.

[0061] Here, regarding the radial image Gr, for example, as in the case of an image 60 shown in Fig. 10, there is a
case where the surface positions of the body cavity surface 61 before smoothing (i.e., the positions of an extracted body
cavity surface), and the surface positions of the smoothed body cavity surface 62 do not coincide. Here, the reference
character 63 denotes the difference between the surface position of the body cavity surface 61 before smoothing (i.e.,
the position of the extracted body cavity surface) and the surface positions of the smoothed body cavity surface 62
mutually coincide.

[0062] Accordingly, the image processing section 33 now performs processing for calculating the differences between
the surface positions of the body cavity surface before smoothing (i.e., the positions of the extracted body cavity surface)
and the surface positions of the smoothed body cavity surface, and then performs processing for expanding/contracting
a predetermined radial image Gr based on the above-described calculated differences (steps S6 and S7).

[0063] Here, in the radial image Gr 60 shown in Fig. 10, the image processing section 33 calculates the differences
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63 between the positions of the body cavity surface 61 before smoothing (i.e., the positions of the extracted body cavity
surface) and the positions of the smoothed body cavity surface 62, and expands/contracts the image, based on the
above-described calculated differences 63.

[0064] This allows the image processing section 33 to generate a radial image Gr capable of being conformed to the
body cavity surface after the smoothing.

[0065] Then, the image processing section 33 acquires consecutive radial images Gr corrected in correction steps
(S4 to S7), and associates these consecutive radial images Gr with position data detected by the position detecting
section 32 based on the above-described consecutive radial images Gr, whereby the image processing section 33
performs an ultrasonic image generating step (step S8) for generating an ultrasonic image (three-dimensionalimage) Gs.
[0066] Thus, the image processing section 33 can generate an ultrasonic image (three-dimensional image) Gs with
the body cavity surface 72 being smooth as shown in Fig. 11.

[0067] In the ultrasonic image generating method and ultrasonic image generating program according to the first
embodiment, the above-described smoothing processing in step S5 and expanding/contraction processing in step S7
have been described by assuming the Cartesian coordinate system.

[0068] However, intrinsically, the radial image Gr, as raw data on ultrasonic echo data, is formed of, for example,
sound ray data 81 comprising several hundreds of sound rays, as in an image 80 shown in Fig. 12, and represented by
an echo luminance of the sound ray data 81.

[0069] Therefore, the above-described smoothing processing in step S5 and expanding/contraction processing in step
S7 are easier to perform with a polar coordinate system, with the center of the radial image Gr used as an origin, than
with a Cartesian coordinate system.

[0070] Hence, the image processing section 33 may treat the above-described smoothing processing and expand-
ing/contraction processing with the polar coordinate system, with the radial image Gr left in the form of sound ray data,
while not illustrated.

[0071] Inthis case, for example, when the image processing section 33 subjects the sound ray data to DSC by a digital
scan converter (i.e., processing for converting polar coordinate system data generated by radial scans into image data
in the Cartesian coordinate system), to convert the sound ray data into the Cartesian coordinate system, the image
processing section 33 performs moderate expanding/contraction processes for each of the sound ray data so that
positions of extracted body cavity surface align with polygon surface (positions of body cavity surface after smoothing).
[0072] More specifically, the image processing section 33 performs expanding/contraction processing by incorporating
the influence of smoothing (i.e., the distance differences before and after the smoothing, corresponding to the above-
described difference 63 in the surface position in S6), into a sound ray distance determined from a coordinate conversion
table for sound ray data.

[0073] The ultrasonic image generating method and the ultrasonic image generating program according to the first
embodiment can be utilized not only during an ultrasonic inspection, but also when stored data is reproduced after the
ultrasonic inspection for an image review for a therapeutic policy in the future, or for volume measurement.

[0074] The ultrasonic image generating method and ultrasonic image generating program according to the first em-
bodiment is configured to obtain position data on the distal end section 11a of the ultrasonic probe 2 by the position
detecting section 32. However, the present invention is not limited to this. Even when ultrasonic echo data in a three-
dimensional region is manually acquired in a pseudo manner, and as an ultrasonic image, is subjected to a three-
dimensional display (perspective surface construction displaying a body cavity surface, or a perspective construction
without displaying the surface), the ultrasonic image generating method and ultrasonic image generating program ac-
cording to the present invention can be used to effectively improve the image quality.

[0075] As aresult, the ultrasonic image generating method and ultrasonic image generating program according to the
first embodiment can acquire high-quality and distortion-free two-dimensional tomograms and ultrasonic images (three-
dimensional images) that are unsusceptible to pulsation and mechanical shakes of the probe itself.

[0076] Next, an example not according to the present invention will be described.

[0077] The above-described first embodiment is constructed so as to generate the polygon 42 formed by connecting
the surface extraction points 41 as reference positions on each image with respect to a plurality of consecutive radial
images Gr, to thereby determine a barycenter 43, whereas the present example is constructed so as to convert the body
cavity surface as reference positions on eachimage, from the polar coordinates into Cartesian coordinates, and determine
a body cavity surface center based on four extraction points disposed clockwise at the positions of 3, 6, 9, and 12 o’clock
on the above-described Cartesian coordinates. Because other constituents are the same as those in the firstembodiment,
the description thereof is omitted. The same constituent is designated by the same reference character.

[0078] As shown in Fig. 13, an ultrasonic diagnostic system 1B according to the present example includes, in the main
section thereof, an ultrasonic probe 2B incorporating therein an ultrasonic transducer 2a; the apparatus main body
(ultrasonic image processing apparatus) 3B for generating an ultrasonic image by signal-processing an ultrasonic echo
signal received by the ultrasonic probe 2B; and a monitor 4 for displaying ultrasonic images in real time by inputting
output image signals outputted from the apparatus main body 3B.
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[0079] The ultrasonic probe 2B includes an elongated, flexible insertion section 11 that can be inserted into a body
cavity; a drive section 12 to which the proximal end of the insertion section 11 is detachably connected. The insertion
section 11 incorporates, in its distal end section 11a, an ultrasonic transducer 2a for transmitting/receiving ultrasonic
waves to/form this distal end section 11a.

[0080] The ultrasonic transducer 2a is attached to the distal end of a flexible shaft 21. Here, in the ultrasonic probe
2B, its distal end section 11a is covered with an acoustic cap that transmits ultrasonic waves. The surroundings of the
ultrasonic transducer 2a are filled with ultrasonic propagation media (not shown) that transmit (propagate) ultrasonic
waves. A signal line (not shown) extends from the ultrasonic transducer 2a, and is connected to an ultrasonic observation
section 31 in the apparatus main body 3B via the drive section 12.

[0081] The ultrasonic probe 2B is adapted to drive a first motor (not shown) incorporated in the drive section 12 to
rotationally drive the ultrasonic transducer 2a, so that the ultrasonic transducer 2a performs radial scans. Furthermore,
the ultrasonic probe 2B is adapted to drive a second motor (not shown) incorporated in the drive section 12 to reciprocate
the flexible shaft 21 in the axial direction (i.e., longitudinal direction; for example, referred to as a Z-axis direction) of the
insertion section 11, so that the ultrasonic transducer 2a can reciprocate and perform a linear scan.

[0082] Specifically, the ultrasonic probe 2B rotationally drives the first and second motors in the drive section 12
simultaneously in synchronization with each other, so that the ultrasonic transducer 2a can transmit/receive ultrasonic
waves and perform a helical scan a three-dimensional region in an inspection object. As a result, the apparatus main
body 3B can obtain a large number of two-dimensional tomograms varying in the coordinate position in the Z-axis
direction from one position to another little by little, and thereby a three-dimensional image can be constructed from
these two-dimensional tomograms. In the ultrasonic probe 2B, its drive section 12 is connected to the apparatus main
body 3B by the cable 12a.

[0083] The apparatus main body 3B comprises ultrasonic observation section 31 that transmits/receives ultrasonic
signals to/from the ultrasonic transducer 2a to obtain ultrasonic echo data in a three-dimensional region; an image
processing section 33B that is used for obtaining ultrasonic image data based on ultrasonic echo data obtained by the
above-described ultrasonic observation section 31, and that has a CPU generating ultrasonic images (three-dimensional
images) based on an ultrasonic image generating method and ultrasonic image generating program each described later.
[0084] Connected to the image processing section 33B through an interface (not shown), is a mouse 34 serving as
screen operating means for allowing images as shown in Figs. 25 and 26 to be operated in an interactive manner. The
mouse 34 has a function of performing a screen operation using a mouse cursor with respect to image information
displayed on the display screen of the monitor 4.

[0085] The image processing section 33B has a function as control means for moving a selected operation object
relative to the movement of the mouse 34, based on the selection of the operation object in a screen operation by the
mouse 34. Also connected to the image processing section 33B, is a large-capacity external storage device (not shown)
for recording image data or the like through an interface (not shown).

[0086] Theimage processing section 33B causes the ultrasonic transducer 2ato perform helical scansin predetermined
pitch units; coordinate-converts ultrasonic echo data obtained in the ultrasonic observation section 31; and generate a
plurality of two-dimensional radial tomograms (hereinafter referred to as radial images) Gr of cross sections substantially
perpendicular to the axial direction (Z-axis direction) of the insertion section 11, for example, as shown in the left lower
portion of Fig. 25. These generated radial images Gr correspond to, for example, an ultrasonic tomographic plane 20A
in a stomach 20 shown in Fig. 13.

[0087] Then, the image processing section 33B generates a pseudo ultrasonic image (three-dimensional image) Gs,
for example, as shown in the right upper portion of Fig. 25, based on a plurality of radial images Gr consecutively obtained
in predetermined pitch units. In Fig. 25, images displayed on the upper side of the radial image Gr and images displayed
on the lower side of the ultrasonic image (three-dimensional image) Gs are linear images of cross sections substantially
horizontal to the axial direction (Z-axis direction) of the insertion section 11, the linear image being generated based on
the above-described radial images Gr.

[0088] In the radial images Gr shown in Fig. 25, when an organ moves under the influence of pulsation, the positions
of a region of interest cause deviations between the scan starting time and scan finishing time. In the linear images
shown in Fig. 25, image fluctuations like jaggies occur in the organ, thus bringing about no clear image. Consequently,
an ultrasonic image (three-dimensional image) Gs as shown in Fig. 25 becomes distorted.

[0089] Withthis being the situation, this embodimentis configured to eliminate the influence of pulsation by the ultrasonic
image generating method and ultrasonic image generating program described below.

[0090] First, surface extraction processing will be explained.

[0091] The surface extraction processing refers to processing for making the identification between water such as
ultrasonic propagation media and bodily fluids, and living body tissues. Here, the above-described radial image Gr
comprises, for example, several hundreds of sound rays (line data), and is represented by echo luminance of these
sound rays. As shown in Fig. 14, a search is performed by each of the sound rays from the probe center (ultrasonic
transducer) in the peripheral direction, and thereby searches for the portion at which water changes places with a living
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body tissue. In order to enhance the accuracy of this search, the following processing is performed.

[0092] Out of all sound rays amounting to 512 or 1024 rays, a predetermined number of sound rays are sampled to
create a histogram, and then the histogram is smoothed.

[0093] For example, when the number of all sound rays is 512, the above-described smoothing is performed by the
gradation of echo luminance, as shown in Table. 2.

[TABLE 2]
Number of pieces of sample data Calculation is performed using 64 sound rays out of 512 sound rays
Original Gradation 0 (low reflection) to 255 (strong reflection)
Gradation after Smoothing 0 (low reflection) to 15 (strong reflection)

[0094] Here, original gradation 0 (low reflection) to 255 (high reflection) is divided into 0 (low reflection) to 15 (high
reflection) to perform smoothing.

[0095] As a result, a histogram shown in Fig. 15 is obtained.

[0096] Next, a peak or peaks in the above-described histogram is/are determined.

[0097] The peak(s) is/are determined from the derivative values (gradients) and absolute values (heights) of the points
on the graph. Usually, the peaks on the histogram include the following two patterns.

(1) Two peaks appear.

[0098] The two peaks indicate a water portion and a tissue portion. The threshold value, therefore, is assumed to be
an intermediate value between these two peaks.

(2) A single peak appears.

[0099] For a low-contrast image, only one peak (corresponding to a tissue) appears in many cases. In this case, the
threshold value is assumed to be an intermediate value between the peak value and the maximum luminance value.
[0100] Here, when the threshold value 80 in an original gradation 0 to 255 (the threshold value in smoothed gradation
is approximately 5) is exceeded, discrimination between water and a living body tissue cannot be satisfactorily made in
many cases. Accordingly, the upper limit of threshold is assumed to be 80, and when the peak value exceeds 80, it is
rounded down to 80.

[0101] If we simply determine a substance having a gradation of not more than the threshold value as water, and
determines a substance having a gradation of not less than the threshold value as a living body tissue, various noise
sources including suspended substances in a body cavity can be misidentified as a living body tissue.

[0102] The most typical method for removing the above-described noises is frame correlation. However, in this em-
bodiment, in order to avoid the smoothing of an image itself to the extent possible, the determination is made by measuring
the thickness of an object.

[0103] The actually misidentified noise occurs when the object has a thickness of not more than 0.2 mm.

[0104] Hence, a definite thickness is set, and when the object has a thickness of not less than the set value, the object
is determined as a living body tissue. If the set value is too small, erroneous extractions increase, while if the set value
is too large, a laminar structure of living body tissue is erroneously determined as noise.

[0105] In this example, as shown in Fig. 16, when the thickness of an object is on the order of 0.5 mm, this object is
determined as a living body tissue. This method is effective for minute noise, but ineffective for noise in a broad sense,
i.e., noise actually having a thickness to a certain extent, such as suspended substances in a body cavity.

[0106] This being the case, as shown in Fig. 17, the determination is made by assuming the presence of a laminar
structure of living body tissue.

[0107] This determination method is such that the average luminance of a definite thickness of an object is determined
and that, when the determined average luminance is not less than the threshold, this object is determined as a living
body tissue.

[0108] In this example, the thickness of an object of which the average luminance is to be determined is assumed to
be on the order of 2 mm, and when the average luminance of the thickness on the order of 2 mm is not less than the
threshold, this object is determined as a living body tissue.

[0109] However, even if a body cavity surface is extracted by the above-described surface extraction processing,
erroneous extractions cannot be completely eliminated. Itis therefore necessary to detect possible erroneous extractions
and correct them.

[0110] In this example, regarding a target extraction point, the distance thereto from the probe center (ultrasonic
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transducer) is compared with the distances of sound rays that are prior to and subsequent to the extraction point, and
thereby correction processing with respect to an erroneous extraction is performed.

[0111] Specifically, as shown in Fig. 18, distance differences are calculated regarding four points that are prior to and
subsequent to the extraction point, and the correctness of the target point is estimated based on the tendency of the
calculation result. Here, let the actual extraction point of a sound ray N be Lt.

[0112] Due to an erroneous extraction, the sound ray N determines a body cavity surface as being short of the actual
body cavity surface.

[0113] Such being the case, based on four sound rays that are prior to and subsequent to the sound ray N, that is, N-
2, N-1, N+1, and N+2, an expected extraction point Lx of the sound ray N is calculated.

[0114] Letting L be the length of a sound ray, D be the difference from a subsequent sound ray N, the expected
extraction point Lx is expressed by the following expression:

Lx = (L1 + L2 + Lt + L3 + L4) / 5 + (D12 + D2t + Dt3 +

D34) / 4

where, L1 = the length of the sound ray (N-2)

L2 = the length of the sound ray (N-1)

L3 = the length of the sound ray (N+1)

L4 = the length of the sound ray (N+2)

D12 = the difference between the sound ray (N-2) and sound ray (N-1)
D2t = the difference between the sound ray (N-1) and sound ray N

Dt3 = the difference between the sound ray N and sound ray (N+1)
D34 = the difference between the sound ray (N+1) and sound ray (N+2)

[0115] Here, the average between the D12 and D34 indicates an increasing/decreasing tendency of the distance from
the probe center (ultrasonic transducer) to the body cavity surface.

[0116] A value obtained by adding this tendency to an average surface distance, constitutes an expected extraction
point of an target point.

[0117] The erroneous extraction point is short of the body cavity surface, or located behind it. Hence, the expected
extraction point Lx and actual extraction point Lt are compared with each other, and if the actual extraction point Lt is 3
mm or more apart from the expected extraction point Lx that has been calculated, the actual extraction point Ltis replaced
with the expected extraction point Lx that has been calculated, whereby an erroneous extraction is corrected. While not
illustrated, the correction processing for the erroneous extraction may be arranged so that the expected extraction point
Lx of the sound ray N is calculated based on six sound rays that are prior to and subsequent to the sound ray N, that
is, N-3, N-2, N-1, N+1, N+2, and N+3.

[0118] Next, based on the body cavity surface determined in the above-described correction processing for erroneous
extraction, body cavity center calculation processing for calculating the body cavity center as a reference position, is
performed.

[0119] In this example, the body cavity surface extracted is converted from the polar coordinates (sound ray number
and distance) into the Cartesian coordinates, and the body cavity center is determined from the surface distance (i.e.,
the distance from the probe center (ultrasonic transducer) to the extraction point) of sound rays clockwise disposed at
positions of 3, 6, 9, and 12 o’clock on this Cartesian coordinates. Specifically, the body cavity center (X, Y) is given by
the following expressions.

X = (|X-coordinate of the surface extraction point in
the 3 o'clock direction| + |X-coordinate of the surface

extraction point in the 9 o'clock direction]|) / 2
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Y = (|Y-coordinate of the surface extraction point in
the 12 o'clock direction| + |Y-coordinate of the surface

extraction point in the 6 o'clock direction|) / 2

[0120] For example, in the case of a body cavity surface having a substantially circular form as shown in Fig. 19, the
body cavity center (X, Y) takes the position marked with "X" indicating the center of the substantial circle. Also, in the
case of a body cavity surface having a substantially rhombic shape as shown in Fig. 20, the body cavity center (X, Y)
takes the position marked with " X" indicating the center of the substantial rhombus. While not illustrated, there is a case
where the calculated body cavity center (X, Y) exists outside the living body tissue.

[0121] Afterthe body cavity center calculation processing, as described in the firstembodiment, processingis performed
for shifting each of the plurality of radial images Gr to adjust the positions of these images, and causing the body cavity
centers (X, Y) determined in the above-described body cavity center processing for each of the images, to coincide with
each other.

[0122] Next, as described in the first embodiment, by using prior and subsequent images, processing is performed
for smoothing the surface extraction points (already converted into the Cartesian coordinate values) of a predetermined
radial image Gr sandwiched by these images, in the Z-axis direction (longitudinal direction), and thereby smoothing the
positions of the body cavity surfaces.

[0123] As shown in Fig. 21, in this example, the smoothing (averaging) of the surface positions of the radial image Gr
is performed by using surface extraction points of the n-th surface and the (n-1)th surface of the radial image Gr. Here,
for example, regarding the number of surfaces of the radial images Gr to be referred to for smoothing, as many surfaces
as exist within the range of 2 mm in the Z-axis direction, i.e., longitudinal direction (8 surfaces for 0. 25 mm pitch, and
4 surfaces for 0.5 mm pitch) are used to perform averaging, whereby the surface positions of the body cavity surface
are smoothed.

[0124] Thus, inthe case of a three-dimensional model display (surface display), it is possible to construct smooth body
cavity surfaces that are even more natural and smooth by utilizing smoothed coordinate values.

[0125] After the above-described smoothing, as described in the first embodiment, the processing is performed for
calculating the differences between the surface positions of the body cavity surface before smoothing (i.e., the positions
of the extracted body cavity surface) and the surface positions of the smoothed body cavity surface so that the surface
positions of the body cavity surface before the smoothing (the extracted body cavity surface) and the surface positions
of the smoothed body cavity surface mutually coincide, and then the processing is performed for expanding/contracting
a predetermined radial image Gr based on the above-described calculated differences.

[0126] As shown in Fig. 22, in this example, sound ray data is converted to radial image and distance correction
processing is performed so that the surface positions of the body cavity surface before smoothing (i.e., the surface
coordinates before the smoothing) and the surface positions of the smoothed body cavity surface (i.e., the surface
coordinates after the smoothing) mutually coincide.

[0127] The distance correction processing is performed in accordance with the following procedure.

[0128] First, the distance differences are calculated between the surface positions of the smoothed body cavity surface
(i.e., surface coordinates after smoothing) and the surface positions (surface coordinates) of the body cavity surface
before the smoothing (i.e., surface coordinates before the smoothing). Thereby, the distances D are calculated between
the surface positions of the body cavity surface before the smoothing (i.e., the surface coordinates before the smoothing)
and the surface positions of the smoothed body cavity surface (i.e., the surface coordinates after the smoothing).
[0129] This distance D is determined from the point R of intersection between the n-th sound ray and the surface
position of the body cavity surface before smoothing (i.e., the surface coordinates before the smoothing), and the point
Q of intersection between the n-th sound ray and the surface position of the smoothed body cavity surface (i.e., the
surface coordinates after the smoothing).

[0130] Here, let the origin of the probe center (ultrasonic transducer) be O, and let a line segment between surface
positions (surface coordinates after smoothing) on a smoothed body cavity surface be P1P2, the surface coordinates
including an point Q of intersection with a straight line OPn. Then, the intersection point Q (x, y) can be determined from
the following expressions:

(1) Preconditions:

al = Pn.y / Pn.x
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bl =0

a2 = (P2.y - Pl.y) / (P2.x - P1l.x)

b2 = (Pl.y - (P2.y - Pl.y) / (P2.x - Pl.Xx) x Pl.x)

(2) Coordinates of the intersection point Q
Q.x = (b2 - bl) / (al -a2)

Q.y = al x (b2 - bl) / (al - a2) + bl
where, R =Pn

[0131] From the above-described intersection points Q and intersection point R, the difference D between these
intersection points Q and P can be calculated.

[0132] Next, based on the calculated difference D, processing for expanding/contracting a predetermined radial image
Gr is performed.

[0133] Here, a point on sound ray data that determines one arbitrary point P(x, y) on the radial image Gr is determined
by the following expression:

(1) Preconditions:

T = 2x/512 x sound ray number (N = 0 to 512)

L = distance from the origin O to the body cavity surface, D = difference
(2) Coordinates of P

av!
td
I

cosT x (L + D)

P.y sinT x (L + D)

[0134] Thus, by incorporating the distance differences D between the smoothed surface positions of the body cavity
surface after smoothing (i.e., surface coordinates after the smoothing), and the surface positions of the body cavity
surface before the smoothing (i.e., surface coordinates before the smoothing) into L (distance from the origin O to the
body cavity surface), it is possible to conform the surface positions of the smoothed body cavity surface (i.e., surface
coordinates after the smoothing) to the surface positions of the body cavity surface before the smoothing (i.e., surface
coordinates before the smoothing). In other words, the processing for expanding/contracting the predetermined radial
image Gr becomes achievable.

[0135] The use of the radial images Gr subjected to the distance correction processing results in the construction of
linear images with pulsation reduced.

[0136] The ultrasonic image generating method and ultrasonic image generating program that have such features will
be described based on flowcharts shown in Figs. 23 and 24.

[0137] First, as described in Fig. 13, the ultrasonic probe 2B rotationally drives the first and second motors in the drive
section 12 simultaneously by synchronizing them, so that the ultrasonic transducer 2a performs helical scans in prede-
termined pitch units.

[0138] Thereupon, in the apparatus main body 3B, ultrasonic echo signals in a three-dimensional region received by
the ultrasonic transducer 2a are inputted into the ultrasonic observation section 31. The ultrasonic observation section
31 receives the ultrasonic echo signals in the three-dimensional region from the ultrasonic transducer 2a, and coordinate-
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converts the ultrasonic echo signals to generate a plurality of consecutive radial images Gr. Then, the image processing
section 33B receives input of the pieces of image data on the radial images Gr from the ultrasonic observation section
31 one after another, thereby acquiring the plurality of consecutive radial images Gr (step S11). At this time, the image
processing section 33B makes discrimination between water such as ultrasonic propagation media and bodily fluids,
and living body tissues, by the surface extraction processing illustrated in Figs. 15 to b17, thereby generating radial
images Gr.

[0139] Then, as reference position setting steps for determining the reference position on each image with respect to
the plurality of consecutive radial images Gr, the image processing section 33B performs the following processes of
steps S12 and S13.

[0140] First, with respect to the plurality of consecutive radial images Gr, the image processing section 33B extracts
surface coordinates of each of the images, and determines surface extraction points (step S12).

[0141] Here, based on a flowchart shown in Fig. 24, the image processing section 33B determines surface extraction
points by the erroneous extraction correction processing illustrated in Fig. 18.

[0142] First, sound rays that are prior to and subsequent to a target sound ray N are designated, two each: N-2, N-1,
N+1, and N+2 (step S21).

[0143] Next, the difference D12 between sound rays (N-2) and (N-1), and the difference D2t between sound rays (N-
1) and N are calculated, as well as the difference D34 between sound rays (N+1) and (N+2), and the difference Dt3
between the sound rays N and (N+1) are calculated (step S22), whereby the length of the target sound ray N (i.e.,
expected extraction point) Lx is calculated (step S23).

[0144] Here, it is determined whether an actual extraction point Lt is 3 mm or more apart from the above-described
expected extraction point Lx that has been calculated. If so, the surface extraction point is determined by substituting
the expected extraction point Lx for the length of the target sound ray N (step S24).

[0145] Then, the above-described correction processing is performed with respect to all sound rays amounting to 512
rays or 1024 rays.

[0146] Thisallowstheimage processing section 33B to extractsurface coordinates of each of the plurality of consecutive
radial images Gr.

[0147] Next, with respect to the plurality of consecutive radial images Gr, the image processing section 33B determines
a body cavity center as a reference position on each of the images, based on the body cavity surface coordinates
determined by the above-described correction processing for erroneous extraction (step S13). Herein, the image process-
ing section 33B determines the reference position by the body cavity center calculation processing illustrated in Figs.
19 and 20.

[0148] Here, as described above, when the polar coordinates (sound ray number and distance) have been converted
into the Cartesian coordinates, the image processing section 33B calculates the body cavity center, based on surface
distances (distance from the probe center (ultrasonic transducer) to an extraction point) of sound rays disposed clockwise
at the positions of 3, 6, 9, and 12 o’clock.

[0149] Since the above-described body cavity center calculation processing calculates the body cavity center only at
four positions of 3, 6, 9, and 12 o’clock, far less steps for making calculation is required in the present example than in
the above-described first embodiment in which a polygon formed by connecting surface extraction points is generated
to determine a barycenter as a reference position. This allows the calculation time to be shorter, and the reference
position to be rapidly calculated. Thereby, in the present example, the reference position can be more quickly calculated
than in the first embodiment, resulting in the achievement of speedup.

[0150] After the body cavity center calculation processing, as described in the first embodiment, the image processing
section 33B performs processing for shifting each of the plurality of radial images Gr to adjust the positions of these
images, and causing the body cavity centers (X, Y) determined in the above-described processing for each of the images,
to mutually coincide.

[0151] Next, as illustrated in Fig. 21, the image processing section 33B uses prior and subsequent images to perform
processing for smoothing the surface extraction points of a predetermined radial image Gr sandwiched by these images,
in the Z-axis direction (longitudinal direction), and thereby performs the processing for smoothing the positions of the
body cavity surfaces (step S15).

[0152] After the above-described smoothing, as described in the first embodiment, the image processing section 33B
performs processing for calculating the differences between the surface positions of the body cavity surface before the
smoothing (i.e., the positions of the extracted body cavity surface) and the surface positions of the smoothed body cavity
surface so that the surface positions of the body cavity surface before smoothing (the positions of extracted body cavity
surface) and the surface positions of the smoothed body cavity surface mutually coincide, and then performs processing
for expanding/contracting a predetermined radial image Gr based on the above-described calculated differences.
[0153] By the procedureillustrated in Fig. 22, the image processing section 33B performs distance correction process-
ing so that the surface positions of the body cavity surface before smoothing (i.e., the surface coordinates before the
smoothing) coincide with the surface positions of the smoothed body cavity surface after the smoothing (i.e., the surface
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coordinates after the smoothing), whereby the surface positions of the smoothed body cavity surface (i.e., the surface
coordinates after the smoothing) is conformed to the surface positions of the body cavity surface before the smoothing
(i.e., the surface coordinates before the smoothing). Thus, in the present example, the use of the radial images Gr
subjected to the above-described distance correction processing results in the construction of linear images with pulsation
reduced.

[0154] Here, the radial images Gr and linear images shown in Figs. 26 and 28 become free of fluctuations (jaggy
portions on a body cavity surface) due to pulsation, and exhibit clear body cavity surfaces as compared with the radial
images Gr and linear images shown in Figs. 25 and 27, respectively.

[0155] Then, the image processing section 33B obtains the consecutive radial images Gr corrected in the correction
steps (S14 to S17), and performs an ultrasonic image generating step (step S18) for generating an ultrasonic image
(three-dimensional image) based on these consecutive radial images Gr.

[0156] Thereby, the image processing section 33B can generate ultrasonic images (three-dimensional image) Gs,
shown in Figs. 26 and 28, having smooth body cavity surfaces as compared with ultrasonic images (three-dimensional
image) Gs shown in Figs. 25 and 27, respectively.

[0157] Figs. 25 and 27 are examples of ultrasonic images conventionally obtained, while Figs. 26 and 28 are examples
of ultrasonic images subjected to the processing based on the flowchart in Fig. 23. Here, Figs. 27 and 28 are images
each cleared of multi-echo portions as compared with Figs. 25 and 26.

[0158] Asinthe case of the above-described first embodiment, the ultrasonic image generating method and ultrasonic
image generating program according to the present example can be utilized not only during an ultrasonic inspection,
but also when stored data is reproduced after the ultrasonic inspection for an image review for a therapeutic policy in
the future, or for volume measurement.

[0159] As aresult, the ultrasonic image generating method and ultrasonic image generating program according to the
second embodiment can acquire high-quality and distortion-free two-dimensional tomograms and ultrasonic images
(three-dimensional images) that are even more unsusceptible to pulsation than those acquired in the above-described
first embodiment.

[0160] The presentinvention is not limited to the above-described embodiments, but defined by the appended claims.

Industrial Applicability

[0161] As described above, according to the present invention, it is possible to eliminate the influence of pulsation,
and acquire high-quality ultrasonic images.

Claims

1. Anultrasonic image generating method for generating an ultrasonic image based on ultrasonic echo data obtained
by transmitting/receiving ultrasonic waves to/from an inspection object (2a), the method comprising performing the
following steps by an image processing section (33):

a step for obtaining a polygon (42) formed by surface extraction points (41) determined based on luminance
change on each of a plurality of two-dimensional tomograms (Gr, 51, 52) which are consecutively obtained
based on the ultrasonic echo data, wherein the polygon (42) is obtained by connecting the surface extraction
points (41), each of the surface extraction points (41) exhibiting a large luminance change on each of search
lines extending radially from a center of each of the two-dimensional tomograms (Gr, 51, 52);

a reference position setting step for determining a barycenter (43, 51A, 52A) of the polygon (42) as a reference
position on each of the plurality of two-dimensional tomograms (Gr, 51, 52);

a correction step for obtaining regular and consecutive two-dimensional tomograms (Gr, 51, 52) by correcting
irregularity of the reference position of each of the two-dimensional tomograms (Gr, 51, 52) determined by the
reference position setting step; and

an ultrasonic image generating step for generating the ultrasonic images based on the regular and consecutive
two-dimensional tomograms (Gr, 51, 52) corrected by the correction step.

2. The ultrasonic image generating method according to Claim 1, wherein the correction step comprises:
a shifting operation that, so as to cause a predesignated reference position of a predetermined two-dimensional
tomogram (Gr, 51, 52) and the reference position of another two-dimensional tomogram (Gr, 51, 52) different

from that of the predetermined two-dimensional tomogram (Gr, 51, 52) to coincide with each other, includes
shifting the other two-dimensional tomogram (Gr, 51, 52).
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3. The ultrasonic image generating method according to Claim 2, wherein the correction step further comprises:

a smoothing operation that, after having caused the predetermined reference position of the predetermined
two-dimensional tomogram (Gr, 51, 52) and the reference position of the other two-dimensional tomogram (Gr,
51, 52) to coincide with each other, includes smoothing the positions of a body cavity surface (51B, 52B, 61,
62) using prior and subsequent two-dimensional tomograms (Gr, 51, 52) sandwiching the predetermined two-
dimensional tomogram (Gr, 51, 52).

4. The ultrasonic image generating method according to Claim 3, wherein the correction step further comprises:

calculating, after the smoothing has been performed, the differences between the positions of the body cavity
surface (51B, 52B, 61, 62) before the smoothing, and the positions of the smoothed body cavity surface (51B,
52B, 61, 62); and

expanding/contracting pertinent two-dimensional tomograms (Gr, 51, 52) based on the calculated differences,
and thereby obtaining a consecutive ultrasonic image.

5. The ultrasonic image generating method according to Claim 1, wherein the reference position is the body cavity
center calculated based on extracted points disposed clockwise at positions 3, 6, 9, 12 o’clock on the Cartesian
coordinates after the extracted body cavity surface (51B, 52B, 61, 62) has been converted from the polar coordinates
to the Cartesian coordinates.

6. An ultrasonic image generating program to be executed by a computer in an ultrasonic image processing apparatus
(33) for generating an ultrasonic image based on ultrasonic echo data obtained by transmitting/receiving ultrasonic
waves to/from an inspection object (2a), the program comprising:

a procedure for obtaining a polygon (42) formed by connecting surface extraction points (41) determined based
on luminance change on each of a plurality of two-dimensional tomograms (Gr, 51, 52) which are consecutively
obtained based on the ultrasonic echo data, wherein the polygon (42) is obtained by connecting the surface
extraction points (41), each of the surface extraction points (41) exhibiting a large luminance change on each
of search lines extending radially from a center of each of the two-dimensional tomograms (Gr, 51, 52);

a reference position setting procedure for determining a barycenter as a reference position on each of the
plurality of two-dimensional tomograms (Gr);

a correction procedure for obtaining regular and consecutive two-dimensional tomograms (Gr) by correcting
irregularity of the reference position of each of the two-dimensional tomograms (Gr) determined by the reference
position setting procedure; and

an ultrasonic image generating procedure for generating the ultrasonic image based on the regular and con-
secutive two-dimensional tomograms (Gr) corrected by the correction procedure.

7. The ultrasonic image generating program according to Claim 6, wherein the correction procedure comprises:

a shifting operation that, so as to cause a predesignated reference position of a predetermined two-dimensional
tomogram (Gr, 51, 52) and the reference position of another two-dimensional tomogram (Gr, 51, 52) different
from the predetermined two-dimensional tomogram (Gr, 51, 52) to coincide with each other, includes shifting
the other two-dimensional tomogram (Gr, 51, 52).

8. The ultrasonic image generating program according to Claim 7, wherein the correction procedure further comprises:

a smoothing operation that, after having caused the predetermined reference position of the predetermined
two-dimensional tomogram (Gr, 51, 52) and the reference position of the other two-dimensional tomogram (Gr,
51, 52) to coincide with each other, includes smoothing the positions of a body cavity surface (51B, 52B, 61,
62) using prior and subsequent two-dimensional tomograms (Gr, 51, 52) sandwiching the predetermined two-
dimensional tomogram (Gr, 51, 52).

9. The ultrasonic image generating program according to Claim 8, wherein the correction procedure further comprises:
calculating, after the smoothing has been performed, the differences between the positions of the body cavity

surface (51B, 52B, 61, 62) before the smoothing, and the positions of the smoothed body cavity surface (51B,
52B, 61, 62); and
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expanding/contracting pertinent two-dimensional tomograms (Gr, 51, 52) based on the calculated differences,
and thereby obtaining a consecutive ultrasonic image.

10. The ultrasonic image generating program according to Claim 6, wherein the reference position is the body cavity
center calculated based on extracted points disposed clockwise at positions 3, 6, 9, 12 o’clock on the Cartesian
coordinates after the extracted body cavity surface (51B, 52B, 61, 62) has been converted from the polar coordinates
to the Cartesian coordinates.

Patentanspriiche

1. Ultraschallbilderzeugungsverfahren zum Erzeugen eines Ultraschallbildes basierend auf Ultraschallechodaten, die
durch Senden/Empfangen von Ultraschallwellen an/von einem Untersuchungsobijekt (2a) erhalten wurden, wobei
das Verfahren das Durchfiihren der folgenden Schritte durch einen Bildverarbeitungsabschnitt (33) umfasst:

einen Schritt zum Erhalten eines Polygons (42), das durch Oberflachenextraktionspunkte (41) gebildet wird,
die basierend auf einer Luminanzanderung an jedem von einer Vielzahl von zweidimensionalen Tomogrammen
(Gr, 51, 52) bestimmt wurden, die basierend auf den Ultraschallechodaten nacheinander erhalten wurden,
wobei das Polygon (42) durch Verbinden der Oberflachenextraktionspunkte (41) erhalten wird, wobei jeder der
Oberflachenextraktionspunkte (41) eine groRe Luminanzénderung auf jeder Suchgeraden zeigt, die sich radial
von einem Zentrum eines jeden der zweidimensionalen Tomogramme (Gr, 51, 52) erstreckt;

einen Referenzpositionseinstellschritt zum Bestimmen eines Schwerpunkts (43, 51A, 52A) des Polygons (42)
als eine Referenzposition auf jedem der Vielzahl von zweidimensionalen Tomogrammen (Gr, 51, 52);

einen Korrekturschritt zum Erhalten regelmafRiger und aufeinanderfolgender zweidimensionaler Tomogramme
(Gr, 51, 52) durch Korrigieren von UnregelmaRigkeiten der Referenzposition eines jeden der zweidimensionalen
Tomogramme (Gr, 51, 52), die durch den Referenzpositionseinstellschritt bestimmt wurden; und

einen Ultraschallbilderzeugungsschritt zum Erzeugen der Ultraschallbilder basierend auf den regelmafigen
und aufeinanderfolgenden zweidimensionalen Tomogrammen (Gr, 51, 52), die durch den Korrekturschritt kor-
rigiert wurden.

2. Ultraschallbilderzeugungsverfahren nach Anspruch 1, wobei der Korrekturschritt umfasst:

einen Verschiebevorgang, der, um zu bewirken, dass eine vorbestimmte Position eines vorbestimmten zwei-
dimensionalen Tomogramms (Gr, 51, 52) und die Referenzposition eines anderen zweidimensionalen Tomo-
gramms (Gr, 51, 52), die sich von der des vorbestimmten zweidimensionalen Tomogramms (Gr, 51, 52) unter-
scheidet, miteinander zusammenfallen, das Verschieben des anderen zweidimensionalen Tomogramms (Gr,
51, 52) umfasst.

3. Ultraschallbilderzeugungsverfahren nach Anspruch 2, wobei der Korrekturschritt ferner umfasst:

einen Glattungsvorgang, der, nachdem bewirkt wurde, dass die vorbestimmte Referenzposition des vorbe-
stimmten zweidimensionalen Tomogramms (Gr, 51, 52) und die Referenzposition des anderen zweidimensio-
nalen Tomogramms (Gr, 51, 52) miteinander zusammenfallen, das Glatten der Positionen einer Kérperhéh-
lenoberflache (51B, 52B, 61, 62) mithilfe von vorherigen und nachfolgenden zweidimensionalen Tomogrammen
(G, 51, 52), die das vorbestimmte zweidimensionale Tomogramm (Gr, 51, 52) sandwichartig umschlieen,
umfasst.

4. Ultraschallbilderzeugungsverfahren nach Anspruch 3, wobei der Korrekturschritt ferner umfasst:

Berechnen, nachdem das Glatten durchgefiihrt wurde, der Differenzen zwischen den Positionen der Kérper-
héhlenoberflache (51B, 52B, 61, 62) vor dem Glatten und den Positionen der geglatteten Kérperhdéhlenober-
flache (51B, 52B, 61, 62); und

Ausdehnen/Zusammenziehen relevanter zweidimensionaler Tomogramme (Gr, 51, 52) basierend auf den be-
rechneten Differenzen und dadurch Erhalten eines nachfolgenden Ultraschallbildes.

5. Ultraschallbilderzeugungsverfahren nach Anspruch 1, wobei die Referenzposition die Kérperhéhlenmitte ist, die

basierend auf extrahierten Punkten berechnet wurde, die im Uhrzeigersinn an den Positionen 3, 6, 9, 12 Uhr auf
den kartesischen Koordinaten angeordnet sind, nachdem die extrahierte Kérperhéhlenoberflache (51B, 52B, 61,
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62) aus den polaren Koordinaten in die kartesischen Koordinaten umgewandelt wurden.

Ultraschallbilderzeugungsprogramm, das von einem Computer in einer Ultraschallbildverarbeitungsvorrichtung (33)
zum Erzeugen eines Ultraschallbildes basierend auf Ultraschallechodaten auszufiihren ist, die durch Senden/Emp-
fangen von Ultraschallwellen an/von einem Untersuchungsobjekt (2a) erhalten wurden, wobei das Programm um-
fasst:

eine Prozedur zum Erhalten eines Polygons (42), das durch Verbinden von Oberflachenextraktionspunkten
(41) gebildet wird, die basierend auf einer Luminanzanderung an jedem einer Vielzahl von zweidimensionalen
Tomogrammen (Gr, 51, 52) bestimmt wurden, die basierend auf den Ultraschallechodaten nacheinander er-
halten wurden, wobei das Polygon (42) durch Verbinden der Oberflachenextraktionspunkte (41) erhalten wird,
wobei jeder der Oberflachenextraktionspunkte (41) eine groe Luminanzanderung aufjeder Suchgeraden zeigt,
die sich radial von einem Zentrum eines jeden der zweidimensionalen Tomogramme (Gr, 51, 52) erstreckt;
eine Referenzpositionseinstellprozedur zum Bestimmen eines Schwerpunkts als eine Referenzposition auf
jedem der Vielzahl von zweidimensionalen Tomogrammen (Gr);

eine Korrekturprozedur zum Erhalten regelmafiger und aufeinanderfolgender zweidimensionaler Tomogramme
(Gr) durch Korrigieren von UnregelmaRigkeiten der Referenzposition eines jeden der zweidimensionalen To-
mogramme (Gr), die durch die Referenzpositionseinstellprozedur bestimmt wurden; und

eine Ultraschallbilderzeugungsprozedur zum Erzeugen des Ultraschallbildes basierend auf den regelmafigen
und aufeinanderfolgenden zweidimensionalen Tomogrammen (Gr), die durch die Korrekturprozedur korrigiert
wurden.

Ultraschallbilderzeugungsverfahren nach Anspruch 6, wobei die Korrekturprozedur umfasst:

einen Verschiebevorgang, der, um zu bewirken, dass eine vorbestimmte Referenzposition eines vorbestimmten
zweidimensionalen Tomogramms (Gr, 51, 52) und die Referenzposition des anderen zweidimensionalen To-
mogramms (Gr, 51, 52), das sich von dem vorbestimmten zweidimensionalen Tomogramm (Gr, 51, 52) unter-
scheidet, miteinander zusammenfallen, Verschieben des anderen zweidimensionalen Tomogramms (Gr, 51,
52) umfasst.

Ultraschallbilderzeugungsverfahren nach Anspruch 7, wobei die Korrekturprozedur ferner umfasst:

einen Glattungsvorgang, der, nachdem bewirkt wurde, dass die vorbestimmte Referenzposition des vorbe-
stimmten zweidimensionalen Tomogramms (Gr, 51, 52) und die Referenzposition des anderen zweidimensio-
nalen Tomogramms (Gr, 51, 52) miteinander zusammenfallen, Glatten der Positionen einer Kérperhéhlenober-
flache (51B, 52B, 61, 62) mithilfe von vorherigen und nachfolgenden zweidimensionalen Tomogrammen (G,
51, 52), die das vorbestimmte zweidimensionale Tomogramm (Gr, 51, 52) sandwichartig umschlieRen, umfasst.

Ultraschallbilderzeugungsverfahren nach Anspruch 8, wobei die Korrekturprozedur ferner umfasst:

Berechnen, nachdem das Glatten durchgefiihrt wurde, der Differenzen zwischen den Positionen der Kérper-
héhlenoberflache (51B,52B, 61, 62) vor dem Glatten und der Positionen der geglatteten Kérperhdhlenoberflache
(51B, 52B, 61, 62); und

Ausdehnen/Zusammenziehen relevanter zweidimensionaler Tomogramme (Gr, 51, 52) basierend auf den be-
rechneten Differenzen und dadurch Erhalten eines nachfolgenden Ultraschallbildes.

Ultraschallbilderzeugungsprogramm nach Anspruch 6, wobei die Referenzposition die Kérperhdéhlenmitte ist, die
basierend auf extrahierten Punkten berechnet wurde, die im Uhrzeigersinn an den Positionen 3, 6, 9, 12 Uhr auf
den kartesischen Koordinaten angeordnet sind, nachdem die extrahierte Kérperhdhlenoberflache (51B, 52B, 61,
62) aus den polaren Koordinaten in die kartesischen Koordinaten umgewandelt wurden.

Revendications

1.

Procédé de génération d’'image ultrasonore pour générer une image ultrasonore sur la base de données d’écho
ultrasonore obtenues par émission/réception d’'ondes ultrasonores a destination/en provenance d’un objet d’ins-
pection (2a), le procédé comprenant la réalisation des étapes suivantes par une section de traitement d’'image (33) :
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une étape pour obtenir un polygone (42) formé par des points d’extraction de surface (41) déterminés sur la
base d’'un changement de luminance sur chacun d’une pluralité de tomogrammes bidimensionnels (Gr, 51, 52)
qui sont obtenus consécutivement sur la base des données d’écho ultrasonore, le polygone (42) étant obtenu
par liaison des points d’extraction de surface (41), chacun des points d’extraction de surface (41) présentant
un important changement de luminance sur chacune de lignes de recherche s’étendant de maniéere radiale a
partir d’un centre de chacun des tomogrammes bidimensionnels (Gr, 51, 52) ;

une étape de définition de position de référence pour déterminer un barycentre (43, 51A, 52A) du polygone
(42) comme position de référence sur chacun de la pluralité de tomogrammes bidimensionnels (Gr, 51, 52) ;
une étape de correction pour obtenir des tomogrammes bidimensionnels (Gr, 51, 52) réguliers et consécutifs
par correction de lirrégularité de la position de référence de chacun des tomogrammes bidimensionnels (Gr,
51, 52) déterminée par I'étape de définition de position de référence ; et

une étape de génération d'image ultrasonore pour générer les images ultrasonores sur la base des tomogram-
mes bidimensionnels (Gr, 51, 52) réguliers et consécutifs corrigés par I'étape de correction.

Procédé de génération d'image ultrasonore selon la revendication 1, dans lequel I'étape de correction comprend :

une opération de décalage qui, de fagon a amener une position de référence prédésignée d’'un tomogramme
bidimensionnel (Gr, 51, 52) prédéterminé et la position de référence d’un autre tomogramme bidimensionnel
(Gr, 51, 52) différente de celle du tomogramme bidimensionnel (Gr, 51, 52) prédéterminé a coincider 'une avec
l'autre, comprend le décalage de I'autre tomogramme bidimensionnel (Gr, 51, 52).

Procédé de génération d'image ultrasonore selon la revendication 2, dans lequel I'étape de correction comprend
en outre :

une opération de lissage qui, aprés avoir amené la position de référence prédéterminée du tomogramme bidi-
mensionnel (Gr, 51, 52) prédéterminé et la position de référence de I'autre tomogramme bidimensionnel (Gr,
51, 52) a coincider I'une avec I'autre, comprend le lissage des positions d’'une surface de cavité corporelle (51B,
52B, 61, 62) a l'aide de tomogrammes bidimensionnels (Gr, 51, 52) précédent et suivant prenant en sandwich
le tomogramme bidimensionnel (Gr, 51, 52) prédéterminé.

Procédé de génération d'image ultrasonore selon la revendication 3, dans lequel I'étape de correction comprend
en outre :

calculer, aprés la réalisation du lissage, les différences entre les positions de la surface de cavité corporelle
(51B, 52B, 61, 62) avant le lissage et les positions de la surface de cavité corporelle (51B, 52B, 61, 62) lissée ; et
étendre/contracter des tomogrammes bidimensionnels (Gr, 51, 52) pertinents sur la base des différences cal-
culées, et obtenir ainsi une image ultrasonore consécutive.

Procédé de génération d’image ultrasonore selon la revendication 1, dans lequel la position de référence est le
centre de cavité corporelle calculé sur la base de points extraits disposés dans le sens horaire aux positions 3h,
6h, 9h, 12h sur les coordonnées cartésiennes apres la conversion de la surface de cavité corporelle (51B, 52B, 61,
62) extraite des coordonnées polaires aux coordonnées cartésiennes.

Programme de génération d'image ultrasonore a exécuter par un ordinateur dans un appareil de traitement d'image
ultrasonore (33) pour générer une image ultrasonore sur la base de données d’écho ultrasonore obtenues par
émission/réception d’ondes ultrasonores a destination/en provenance d’'un objet d’inspection (2a), le programme
comprenant :

une procédure pour obtenir un polygone (42) formé par liaison de points d’extraction de surface (41) déterminés
sur la base d’'un changement de luminance sur chacun d’une pluralité de tomogrammes bidimensionnels (Gr,
51, 52) qui sont obtenus consécutivement sur la base des données d’écho ultrasonore, le polygone (42) étant
obtenu par liaison des points d’extraction de surface (41), chacun des points d’extraction de surface (41) pre-
sentant un important changement de luminance sur chacune de lignes de recherche s’étendant de maniére
radiale a partir d’'un centre de chacun des tomogrammes bidimensionnels (Gr, 51, 52) ;

une procédure de définition de position de référence pour déterminer un barycentre comme position de référence
sur chacun de la pluralité de tomogrammes bidimensionnels (Gr) ;

une procédure de correction pour obtenir des tomogrammes bidimensionnels (Gr) réguliers et consécutifs par
correction de lirrégularité de la position de référence de chacun des tomogrammes bidimensionnels (Gr) de-
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terminée par la procédure de définition de position de référence ; et
une procédure de génération d'image ultrasonore pour générer 'image ultrasonore sur la base des tomogram-
mes bidimensionnels (Gr) réguliers et consécutifs corrigés par la procédure de correction.

Programme de génération d’image ultrasonore selon la revendication 6, dans lequel la procédure de correction
comprend :

une opération de décalage qui, de fagon a amener une position de référence prédésignée d’'un tomogramme
bidimensionnel (Gr, 51, 52) prédéterminé et la position de référence d’un autre tomogramme bidimensionnel
(Gr, 51, 52) différente de celle du tomogramme bidimensionnel (Gr, 51, 52) prédéterminé a coincider 'une avec
l'autre, comprend le décalage de I'autre tomogramme bidimensionnel (Gr, 51, 52).

Programme de génération d’image ultrasonore selon la revendication 7, dans lequel la procédure de correction
comprend en outre :

une opération de lissage qui, aprés avoir amené la position de référence prédéterminée du tomogramme bidi-
mensionnel (Gr, 51, 52) prédéterminé et la position de référence de I'autre tomogramme bidimensionnel (Gr,
51, 52) a coincider I'une avec I'autre, comprend le lissage des positions d’'une surface de cavité corporelle (51B,
52B, 61, 62) a l'aide de tomogrammes bidimensionnels (Gr, 51, 52) précédent et suivant prenant en sandwich
le tomogramme bidimensionnel (Gr, 51, 52) prédéterminé.

Programme de génération d’image ultrasonore selon la revendication 8, dans lequel la procédure de correction
comprend en outre :

calculer, aprés la réalisation du lissage, les différences entre les positions de la surface de cavité corporelle
(51B, 52B, 61, 62) avant le lissage et les positions de la surface de cavité corporelle (51B, 52B, 61, 62) lissée ; et
étendre/contracter des tomogrammes bidimensionnels (Gr, 51, 52) pertinents sur la base des différences cal-
culées, et obtenir ainsi une image ultrasonore consécutive.

Programme de génération d'image ultrasonore selon la revendication 6, dans lequel la position de référence est le
centre de cavité corporelle calculé sur la base de points extraits disposés dans le sens horaire aux positions 3h,
6h, 9h, 12h sur les coordonnées cartésiennes apres la conversion de la surface de cavité corporelle (51B, 52B, 61,
62) extraite des coordonnées polaires aux coordonnées cartésiennes.
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FIG.24
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