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Description

BACKGROUND

1. Field

[0001] The present disclosure relates to a method of
displaying an interest area and an ultrasound apparatus
therefor, as well as a computer program configured to
execute the method.

2. Description of the Related Art

[0002] An ultrasound diagnostic apparatus transmits
an ultrasound signal from a body surface to a predeter-
mined part inside a human body, and obtains an image
of a cross-section of or a blood flow in a soft tissue by
using information of the reflected ultrasound signal.
[0003] The ultrasound diagnostic apparatus is advan-
tageous in that the ultrasound diagnostic apparatus is
small, inexpensive, and capable of displaying an image
in real-time. Also, the ultrasound diagnostic apparatus is
safe without a risk of radioactivity due to an X-ray or the
like, such that the ultrasound diagnostic apparatus may
be widely used with other image diagnostic apparatuses
such as an X-ray diagnostic apparatus, a computed to-
mography (CT) scanner, a magnetic resonance imaging
(MRI) apparatus, a nuclear medicine diagnostic appara-
tus, or the like.
[0004] Values that are measured by using the ultra-
sound diagnostic apparatus are highly related to a lesion
diagnosis or the like, and thus the values have to be exact.
Thus, apparatuses and methods are needed to allow a
user to exactly select a measurement portion. Also, ap-
paratuses and methods are needed to allow a user who
uses a touch interface to freely adjust a length and posi-
tion of a measurement line. Document JP2012019824
discloses the preamble of independent claims 1 and 15.

SUMMARY

[0005] The invention is defined by independent claims
1, 14 and 15. Further embodiments are defined by the
dependent claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0006] The above and/or other aspects will become
more apparent by describing certain exemplary embod-
iments, with reference to the accompanying drawings, in
which:

FIG. 1 illustrates a related art ultrasound apparatus;
FIGS. 2A and 2B illustrate objects provided by the
related art ultrasound apparatus;
FIG. 3 illustrates an ultrasound apparatus according
to an exemplary embodiment;
FIG. 4 is a flowchart illustrating a method of providing

a copy image, according to an exemplary embodi-
ment;
FIGS. 5A and 5B illustrate a display of the ultrasound
apparatus, according to an exemplary embodiment;
FIGS. 6A, 6B, and 6C illustrate screens for providing
a copy image of a reference point at which the ultra-
sound apparatus selects a measurement area, ac-
cording to an exemplary embodiment;
FIG. 7 is a flowchart of a method of displaying an
object, according to an exemplary embodiment;
FIGS. 8A and 8B illustrate a plurality of activated
objects, according to an exemplary embodiment;
FIG. 9 illustrates an example in which a plurality of
activated objects are moved according to multiple
touch inputs;
FIGS. 10A and 10B illustrate screens for providing
a copy image related to a sample volume, according
to an exemplary embodiment;
FIGS. 11A and 11B illustrate screens for providing
a copy image and a plurality of activated objects re-
lated to a Doppler image, according to an exemplary
embodiment;
FIGS. 12A and 12B illustrate screens for providing
a copy image and a plurality of activated objects re-
lated to an M mode image, according to an exem-
plary embodiment;
FIGS. 13A, 13B and 13C illustrate screens for pro-
viding a copy image related to generation of a body
marker, according to an exemplary embodiment;
FIG. 14 illustrates a screen for providing a copy im-
age related to an indication display, according to an
exemplary embodiment;
FIG. 15 illustrates a screen for providing a copy im-
age and a plurality of activated objects related to
annotation, according to an exemplary embodiment;
FIG. 16 illustrates a screen for displaying a copy im-
age on a non-interest area of an ultrasound image,
according to an exemplary embodiment;
FIGS. 17A and 17B illustrate a touch recognition
range with respect to an object, according to an ex-
emplary embodiment;
FIGS. 18A, 18B, 19A and 19B illustrate cases in
which touch recognition ranges of objects overlap
with each other, according to an exemplary embod-
iment;
FIG. 20 is a block diagram illustrating a structure of
the ultrasound apparatus, according to an exemplary
embodiment; and
FIG. 21 is a diagram illustrating a structure of the
ultrasound apparatus, according to an exemplary
embodiment.

DETAILED DESCRIPTION

[0007] Certain exemplary embodiments are described
in greater detail below with reference to the accompany-
ing drawings.
[0008] In the following description, the same drawing
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reference numerals are used for the same elements even
in different drawings. The matters defined in the descrip-
tion, such as detailed construction and elements, are pro-
vided to assist in a comprehensive understanding of ex-
emplary embodiments. Thus, it is apparent that exem-
plary embodiments can be carried out without those spe-
cifically defined matters. Also, well-known functions or
constructions are not described in detail since they would
obscure exemplary embodiments with unnecessary de-
tail.
[0009] All terms including descriptive or technical
terms which are used herein should be construed as hav-
ing meanings that are obvious to one of ordinary skill in
the art. However, the terms may have different meanings
according to an intention of one of ordinary skill in the
art, precedent cases, or the appearance of new technol-
ogies. Also, some terms may be arbitrarily selected by
the applicant, and in this case, the meaning of the se-
lected terms will be described with reference to exem-
plary embodiments. Thus, the terms used herein have
to be defined based on the meaning of the terms together
with the description throughout the specification.
[0010] Also, when a part "includes" or "comprises" an
element, unless there is a particular description contrary
thereto, the part can further include other elements, not
excluding the other elements. In the following description,
terms such as "unit" and "module" indicate a unit for
processing at least one function or operation, wherein
the unit and the block may be embodied as hardware or
software or embodied by combining hardware and soft-
ware.
[0011] Throughout the specification, "ultrasound im-
age" indicates an image of a target object which is ob-
tained by using an ultrasound signal. The target object
may be a part of a human body. For example, the target
object may include organs such as the liver, the heart,
the nuchal translucency (NT), the brain, the breast, the
abdominal region, or the like, or a fetus.
[0012] The ultrasound image may vary in different
forms. For example, the ultrasound image may be, but
is not limited to, at least one of an image obtained during
a brightness mode (hereinafter, referred to as "B mode
image") indicating brightness as magnitude of an ultra-
sound echo signal that is reflected from the target, an
image obtained during a color mode (hereinafter, referred
to as "C mode image") indicating a color as speed of a
moving target by using a Doppler effect, an image ob-
tained during a Doppler mode (hereinafter, referred to as
"D mode image") indicating a spectrum image of a mov-
ing target by using a Doppler effect, an image obtained
during a motion mode (hereinafter, referred to as "M
mode image") indicating motion of a target at a prede-
termined position according to time, and an image ob-
tained during an elasticity mode (hereinafter, referred to
as "elasticity mode image) indicating a difference be-
tween a reaction when compression is applied to a target
and a reaction when compression is not applied to the
target. Also, in one or more exemplary embodiments, the

ultrasound image may be a two-dimensional (2D) image,
a three-dimensional (3D) image, or a four-dimensional
(4D) image.
[0013] Throughout the specification, a "user" may be
a medical expert including a doctor, a nurse, a medical
laboratory technologist, a sonographer, or the like.
[0014] Throughout the specification, the expression
"an object is activated" means that the object may be
movable according to a user’s touch input.
[0015] Expressions such as "at least one of," when pre-
ceding a list of elements, modify the entire list of elements
and do not modify the individual elements of the list.
[0016] FIG. 1 illustrates a related art ultrasound appa-
ratus 10.
[0017] As illustrated in FIG. 1, the related art ultrasound
apparatus 10 includes a main body 11, at least one probe
12, a display 13, and a control panel 14. Since the related
art ultrasound apparatus 10 has a large size, it is difficult
for a user to freely move the related art ultrasound ap-
paratus 10 to different places. Also, due to its large size,
the related art ultrasound apparatus 10 occupies a large
space.
[0018] The display 13 and the control panel 14 of the
related art ultrasound apparatus 10 are separated. Thus,
when the user selects or measures a predetermined area
of an ultrasound image or adjusts a gain of the ultrasound
image that is obtained by using the at least one probe
12, the user has to check the ultrasound image and op-
erate the control panel 14 in turn, such that a view of the
user may be distracted.
[0019] Also, the user of the related art ultrasound ap-
paratus 10 may move an object displayed on the display
13, by using a track ball 15 included in the control panel
14. Here, when the user attempts to move another object,
the user has to additionally map the track ball 15 with the
other object, such that it is difficult for the user to rapidly
change a measurement point or a measurement line.
This is described below with reference to FIGS. 2A and
2B.
[0020] FIGS. 2A and 2B illustrate objects provided by
the related art ultrasound apparatus 10.
[0021] As illustrated in FIG. 2A, the related art ultra-
sound apparatus 10 may activate motion with respect to
only one object. That is, when a first object 210 is acti-
vated, a user may move only the first object 210 by using
a track ball, a mouse, or a touch instrument (e.g., a finger
or an electronic pen), and cannot move a second object
220, a third object 230, and a fourth object 240.
[0022] Thus, as illustrated in FIG. 2B, when the user
attempts to move the second object 220, the related art
ultrasound apparatus 10 has to change an activated po-
sition from the first object 210 to the second object 220.
That is, the related art ultrasound apparatus 10 has to
inactivate the activated first object 210 and to activate
the second object 220 into an activated state. Thus, it is
difficult for the user to rapidly move each of a plurality of
objects.
[0023] Also, as illustrated in FIGS. 2A and 2B, when
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the user touches an object by using the touch instrument
(e.g., the finger or the electronic pen), the object is ob-
structed by the touch instrument. Thus, it is difficult for
the user to exactly move the object to a target position.
[0024] FIG. 3 illustrates an ultrasound apparatus 100
according to an exemplary embodiment.
[0025] As illustrated in FIG. 3, the ultrasound appara-
tus 100 may include a display 110, a user input unit 120,
and an interface to connect a probe.
[0026] In the present exemplary embodiment, the dis-
play 110 and a touchpad may form a mutual layer struc-
ture and thus may be formed as a touch screen. In the
present exemplary embodiment, the display 110 may be
used as both an output device and an input device.
[0027] The touch screen may receive a touch input po-
sition and a touched area and may also receive a touch
input pressure. The touch screen may receive an actual
touch and/or may receive a proximate touch.
[0028] In an exemplary embodiment, the term "actual
touch" indicates a case in which a pointer actually touch-
es a screen, and the term "proximate touch" indicates a
case in which a pointer does not actually touch a screen
but approaches the screen within a predetermined dis-
tance. In an exemplary embodiment, the pointer indicates
an instrument that is used to touch or to proximately touch
a specific portion of a displayed screen. Examples of the
pointer include an electronic pen, a finger, and the like.
[0029] Although not illustrated, in order to recognize
an actual touch or a proximate touch on the touch screen,
the ultrasound apparatus 100 may internally or externally
have various sensors in the touch screen. An example
of the sensor to receive the touch on the touch screen
may include a tactile sensor. Within the context of the
present disclosure, reference to receiving a touch input,
or any similar expression, may be interpreted as at least
detecting such a touch input, and potentially also deter-
mining a location and/or a pressure, et cetera, thereof.
[0030] The tactile sensor detects a contact of a specific
object at least as much as a person can detect. The tactile
sensor may detect various types of information such as
roughness of a contact surface, hardness of the contact
object, temperature of a contact point, or the like.
[0031] Another example of the sensor for detecting the
touch on the touch screen may include a proximity sen-
sor. The proximity sensor detects existence of an object
that approaches a predetermined detection surface or
that exists nearby, by using a force of an electro-magnetic
field or an infrared ray, without using a mechanical con-
tact.
[0032] Examples of the proximity sensor include a
transmission-type photoelectric sensor, a direction re-
flection-type photoelectric sensor, a mirror reflection-
type photoelectric sensor, a high frequency oscillation-
type proximity sensor, a capacity-type proximity sensor,
a magnetic proximity sensor, an infrared-type proximity
sensor, or the like.
[0033] The display 110 may include, but is not limited
thereto, at least one of a liquid crystal display (LCD), a

thin film transistor-liquid crystal display (TFT-LCD), an
organic light-emitting display device, a flexible display,
and a 3D display.
[0034] In the present exemplary embodiment, the dis-
play 110 may provide a copy image corresponding to a
touch input portion by a user, so that the display 110 may
allow the user to select an exact portion of the ultrasound
image. This will be described in detail with reference to
FIG. 4.
[0035] The display 110 may display a plurality of acti-
vated objects. This will be described in detail with refer-
ence to FIG. 7.
[0036] The user input unit 120 is a means by which the
user inputs data to control the ultrasound apparatus 100.
The user input unit 120 may include a touchpad (a touch
capacitive type touchpad, a pressure resistive type
touchpad, an infrared beam sensing type touchpad, a
surface acoustic wave type touchpad, an integral strain
gauge type touchpad, a Piezo effect type touchpad, or
the like), a key pad, or the like. In particular, as described
above, the touchpad and the display 110 may form the
mutual layer structure and thus may be formed as the
touch screen.
[0037] In the present exemplary embodiment, the ul-
trasound apparatus 100 may display an ultrasound im-
age during a predetermined mode and a control panel
about the ultrasound image on the touch screen. Then,
the ultrasound apparatus 100 may detect a touch gesture
by the user to the ultrasound image via the touch screen.
[0038] Throughout the specification, the touch gesture
(i.e., the touch input) by the user may include a tap ges-
ture, a touch and hold gesture, a double tap gesture, a
drag gesture, a panning gesture, a flick gesture, a drag
and drop gesture, a swipe gesture, a pinch gesture, or
the like.
[0039] The "tap gesture" indicates a case in which the
user touches the touch screen by using a finger or an
electronic pen and then instantly takes away the finger
or the electronic pen from the touch screen without mov-
ing the finger or the electronic pen on the touch screen.
[0040] The "touch and hold gesture" indicates a case
in which the user touches the touch screen by using a
finger or an electronic pen and maintains a touch input
for at least a threshold time (e.g., 2 seconds). That is, a
time interval between a touch-in time and a touch-out
time is equal to or greater than the threshold time (e.g.,
2 seconds). In order to allow the user to recognize wheth-
er a touch input is the tap gesture or the touch and hold
gesture, if the touch input is maintained for at least a
threshold time, a feedback signal may be provided in a
visual, acoustic, or tactile manner. The threshold time
may vary in one or more exemplary embodiments.
[0041] The "double tap gesture" indicates a case in
which the user touches the touch screen twice by using
a finger or an electronic pen.
[0042] The "drag gesture" indicates a case in which
the user touches the touch screen by using a finger or
an electronic pen and then moves the finger or the elec-
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tronic pen to another position on the touch screen while
the user maintains the touch. Due to the drag gesture,
an object is moved or the panning gesture to be described
below is performed.
[0043] The "panning gesture" indicates a case in which
the user performs the drag gesture without selecting an
object. The panning gesture does not select a particular
object, so that an object is not moved within a page but
a page itself may be moved within a screen or an object
group is moved within the page.
[0044] The "flick gesture" indicates a case in which the
user performs a drag gesture by using a finger or an
electronic pen at a speed equal to or greater than a
threshold speed (e.g., 100 pixel/second). Based on
whether a movement speed of the finger or the electronic
pen is equal to or greater than the threshold speed (e.g.,
100 pixel/second), the drag gesture (or the panning ges-
ture) and the flick gesture may be distinguished.
[0045] The "drag and drop gesture" indicates a case
in which the user drags an object to a predetermined
position in a screen, by using a finger or an electronic
pen, and then takes away the finger or the electronic pen
from the touch screen.
[0046] The "pinch gesture" indicates a case in which
the user touches the touch screen by using two fingers
and then moves the two fingers in different directions.
The pinch gesture is for a pinch open or a pinch close
with respect to an object or a page, and a value of the
pinch open or a value of the pinch close is determined
according to a distance between the two fingers.
[0047] The "swipe gesture" indicates a case in which
the user touches an object in a screen by using a finger
or an electronic pen, and horizontally or vertically moves
the object by a predetermined distance. A movement in
a diagonal direction is not detected as the swipe gesture.
[0048] The ultrasound apparatus 100 may physically
include some buttons that are frequently used by the user
and that are included in the control panel of the related
art ultrasound apparatus, and may provide the as a
graphical user interface (GUI) via the touch screen.
[0049] For example, the user input unit 120 may phys-
ically include, but is not limited thereto, a patient button
121, a probe button 122, a scan button 123, a storage
button 124, an ultrasound image selection button 125, or
the like.
[0050] The patient button 121 involves selecting a pa-
tient who undergoes an ultrasound diagnosis. The probe
button 122 involves selecting a probe to be used in the
ultrasound diagnosis. The scan button 123 involves
quickly compensating for an ultrasound image by using
a parameter value that is preset in the ultrasound appa-
ratus 100. The storage button 124 involves storing an
ultrasound image. The ultrasound image selection button
125 involves pausing ultrasound images that are dis-
played in real-time and then allowing one paused ultra-
sound image to be displayed on a screen.
[0051] The user input unit 120 may include, but is not
limited thereto, a 2D button, a color button, a PW button,

an M button, a SonoView button (i.e., a button for check-
ing pre-stored images), a More button, a Meas. button
(i.e., a measure button), an Annotation button, a Biopsy
button (i.e., a button for guiding an insertion position for
a needle), a Depth button, a Focus button, a Gain button,
a Freq. button (i.e., frequency button), or the like as the
GUI. A function of each of the aforementioned buttons
may be easily derived by one of ordinary skill in the ul-
trasound art in view of names of the buttons, thus, de-
tailed descriptions for the buttons are omitted here.
[0052] Hereinafter, a method of providing a copy image
is described in detail with reference to FIG. 4, wherein
the ultrasound apparatus 100 having a touch screen per-
forms the method to help a user to perform an exact touch
input on an ultrasound image that is displayed via the
touch screen.
[0053] FIG. 4 is a flowchart illustrating a method of pro-
viding a copy image, performed by the ultrasound appa-
ratus 100, according to an exemplary embodiment.
[0054] In operation S410, the ultrasound apparatus
100 may display an ultrasound image on a first area of
a touch screen. According to the present exemplary em-
bodiment, the ultrasound image may be, but is not limited
to, one of a B mode image, a Doppler image, an M mode
image, and a C mode image.
[0055] The ultrasound apparatus 100 may display a
plurality of ultrasound images on the first area of the touch
screen. For example, the ultrasound apparatus 100 may
display the B mode image and the Doppler image on the
first area or may display the B mode image and the M
mode image on the first area.
[0056] The ultrasound apparatus 100 may display a
predetermined object on the ultrasound image, based on
user setting. For example, the ultrasound apparatus 100
may display a reference line or a reference point with
respect to selection of a region of interest (ROI), a body
marker, or a sample volume on the ultrasound image.
[0057] According to the present exemplary embodi-
ment, the body marker may be a figure that represents
a position or a target, which is scanned by ultrasound.
The body marker may include a figure indicating an ul-
trasound-scanned target, and a figure corresponding to
a position of a probe that contacts the target. Examples
of the body marker may include an arm figure, a liver
figure, a womb figure, or the like.
[0058] According to the present exemplary embodi-
ment, the sample volume indicates a limited zone in
which a Doppler signal is input due to an operation of a
range gate.
[0059] The ultrasound apparatus 100 may adjust a size
of the sample volume by varying a size of the range gate.
When the size of the range gate is increased, the sample
volume involving the obtaining of the Doppler signal is
also increased. According to the present exemplary em-
bodiment, the user may obtain a Doppler image at a spe-
cific position, by moving a position of the sample volume.
[0060] In operation S420, the ultrasound apparatus
100 may detect a touch input to the ultrasound image.
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According to the present exemplary embodiment, the ul-
trasound apparatus 100 may obtain information about a
position of the touch screen at which the touch input is
detected. The information about the position at which the
touch input is detected may include a coordinate value
(e.g., a pixel value) of the position of the touch screen at
which the touch input is detected.
[0061] The touch input may include a touch and hold
gesture, a drag gesture, a swipe gesture, or the like. The
ultrasound apparatus 100 may detect multiple touch in-
puts with respect to at least two portions of the ultrasound
image. For example, the ultrasound apparatus 100 may
detect a pinch gesture by the user.
[0062] In operation S430, the ultrasound apparatus
100 may extract a partial image of the ultrasound image
that corresponds to the touch input. For example, the
partial image may have a predetermined size, and the
ultrasound apparatus 100 may extract the partial image
based on the position of the touch screen at which the
touch input is detected. The predetermined size may vary
according to a system environment or user setting.
[0063] The ultrasound apparatus 100 may capture the
partial image corresponding to the touch input and then
may generate a copy image of the partial image.
[0064] The ultrasound apparatus 100 may extract a
partial image corresponding to a touch input at regular
intervals. The ultrasound apparatus 100 may extract a
partial image when the position at which the touch input
is detected is changed.
[0065] In operation S440, the ultrasound apparatus
100 may display the copy image of the partial image on
a second area that is different from the first area on which
the ultrasound image is displayed. That is, according to
the present exemplary embodiment, the ultrasound ap-
paratus 100 may display the copy image on an area on
which the ultrasound image is not displayed.
[0066] The ultrasound apparatus 100 may display the
copy image on the second area, which is also different
from a third area on which a control panel with respect
to a control of parameter values related to the ultrasound
image is displayed as a GUI. That is, the ultrasound ap-
paratus 100 may display the copy image on an area other
than the first area that displays the ultrasound image and
the third area that displays the control panel as the GUI.
[0067] The ultrasound apparatus 100 may display the
copy image obtained by capturing the partial image hav-
ing the predetermined size, on the second area. Accord-
ing to the present exemplary embodiment, the ultrasound
apparatus 100 may display the copy image so that an
object that is displayed at the position at which the touch
input is detected may be located at a center of the second
area. The object may include, but is not limited to, at least
one of the reference point or the reference line with re-
spect to selection of a measurement portion or a meas-
urement area, the sample volume, and the body marker.
[0068] The ultrasound apparatus 100 may synchronize
in real-time a partial image and a copy image that corre-
sponds to the partial image, wherein the partial image is

changed according to drag inputs, and may display the
copy image on the second area. The user may watch the
copy image displayed on the second area, thereby rec-
ognizing in real-time a portion of the ultrasound image
which is obstructed by a touch instrument (e.g., a finger
or an electronic pen).
[0069] The ultrasound apparatus 100 may display a
copy image on the second area, wherein the copy image
is obtained by magnifying or reducing the partial image
by a predetermined ratio, and the partial image is extract-
ed with respect to the position at which the touch input
is detected. The predetermined ratio may vary according
to a system environment or user setting.
[0070] According to the present exemplary embodi-
ment, when the ultrasound apparatus 100 no longer de-
tects the touch input, the ultrasound apparatus 100 may
remove the copy image from the second area. That is,
when the user no longer touches the touch screen with
the finger or the electronic pen, the copy image may dis-
appear from the touch screen.
[0071] Hereinafter, with reference to FIGS. 5A and 5B,
the first area, the second area, and the third area that
are displayed on the touch screen are described below.
[0072] FIGS. 5A and 5B illustrate the display 110 of
the ultrasound apparatus 100, according to an exemplary
embodiment.
[0073] As illustrated in FIG. 5A, the display 110 of the
ultrasound apparatus 100 may divide a touch screen into
a first area 510, a second area 520, and a third area 530,
but the division is not limited thereto.
[0074] The first area 510 may be a preset area of the
touch screen on which an ultrasound image 511 is dis-
played. The second area 520 may be an area on which
a copy image of a partial image corresponding to a touch
input is displayed. The third area 530 may be an area on
which a control panel while in a predetermined mode
(e.g., a B mode, a Doppler mode, an M mode, or the like)
is displayed as a GUI.
[0075] A position or a size of each of the first, second,
and third areas 510, 520, and 530 may vary according
to a system or user setting. In particular, the ultrasound
apparatus 100 may select the second area 520 in areas
that do not overlap with the first area 510 and the third
area 530. That is, a position of the control panel and a
position of an area that displays an ultrasound image
may be changed according to modes; thus, the ultra-
sound apparatus 100 may adaptively select the second
area 520 on which the copy image is displayed.
[0076] In the present exemplary embodiment, when a
user touches a specific portion of the ultrasound image
511 by using a finger, the ultrasound apparatus 100 may
detect a touch input by the user with respect to the ultra-
sound image 511 that is displayed on the first area 510.
Here, since an object 500 that is displayed on the touched
portion is obstructed by the finger, it is difficult for the
user to recognize whether the user exactly touches a
user-desired portion.
[0077] As illustrated in FIG. 5B, the user may touch a
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specific portion of the ultrasound image 511 by using an
electronic pen (e.g., a stylus pen). Here, since an object
500 that is displayed on the touched portion is obstructed
by the pen, it is difficult for the user to see whether a user-
desired portion is in fact touched.
[0078] Thus, the ultrasound apparatus 100 may extract
a partial image 512 corresponding to the touch input and
may display a copy image 514 of the partial image 512,
on the second area 520. For example, the ultrasound
apparatus 100 may extract the partial image 512 having
a size (e.g., 3cm x 3cm) with respect to a position at which
the touch input is detected. Then, the ultrasound appa-
ratus 100 may display the copy image obtained by cap-
turing the partial image 512, on the second area 520.
The ultrasound apparatus 100 may display the copy im-
age so that the object 500 that is displayed at the position
at which the touch input is detected may be located at a
center of the second area 520.
[0079] In this case, the user may exactly recognize at
which point in the ultrasound image 511 the user-touched
portion is positioned, by referring to the copy image. For
example, when the user measures a size of a tumor or
a girth of a fetus, the user may check the copy image,
thereby selecting an exact measurement portion.
[0080] When the ultrasound apparatus 100 detects a
drag input that starts at the position at which the touch
input is detected, the ultrasound apparatus 100 may
move the object 500, which is displayed at the position
at which the touch input is detected, according to the drag
input, and may display the copy image displayed on the
second region 520 after changing the copy image in real-
time.
[0081] In the present exemplary embodiment, the ul-
trasound apparatus 100 may display the copy image on
the second area 520 adjacent to the first area 510 on
which the ultrasound image 511 is displayed, so that a
view of the user is not distracted.
[0082] Hereinafter, a method of providing a copy image
during a predetermined mode, performed by the ultra-
sound apparatus 100, will be described in detail with ref-
erence to an exemplary embodiment of FIGS. 6A, 6B
and 6C.
[0083] FIGS. 6A to 6C illustrate screens for providing
a copy image of a reference point at which the ultrasound
apparatus 100 selects a measurement area, according
to an exemplary embodiment.
[0084] As illustrated in FIG. 6A, when a user selects a
Caliper button and then selects an Ellipse button of a
control panel that is displayed on a third area 630, touch-
es and drags from a first portion of an ultrasound image
to a second portion of the ultrasound image, and then
takes off a finger, the ultrasound apparatus 100 may dis-
play an oval-shape object for selection of a measurement
area on a first area 610. The user may leftward or right-
ward drag a cross-shape reference point 600 that is dis-
played on a third portion ; thus, the user may adjust a
size of the measurement area.
[0085] When the user touches the third portion , the

ultrasound apparatus 100 may display a copy image hav-
ing a predetermined size with respect to a user-touched
portion, on a second area 620. The cross-shape refer-
ence point 600 that is displayed on the third portion may
be located at a center of the second area 620.
[0086] As illustrated in FIG. 6B, when the user touches
and simultaneously rightward drags the cross-shape ref-
erence point 600 that is displayed on the third portion ,
a point at which a touch input is detected is continuously
changed according to drag inputs, so that the ultrasound
apparatus 100 may change a copy image in real-time
with respect to the point at which the touch input is de-
tected and may display the copy image on the second
area 620. That is, the copy image having a predetermined
size with respect to the cross-shape reference point 600
may be changed in real-time and may be displayed on
the second area 620.
[0087] The user may recognize an exact position of
the cross-shape reference point 600, which is obstructed
by a finger, in the first area 610 by referring to the copy
image displayed on the second area 620. That is, the
ultrasound apparatus 100 may help the user to exactly
measure a size of a tumor or the like, which is very im-
portant in a disease diagnosis or the like.
[0088] As illustrated in FIG. 6C, when the user takes
off the finger from the touch screen, the ultrasound ap-
paratus 100 no longer displays the copy image on the
second area 620.
[0089] In the present exemplary embodiment, the ul-
trasound apparatus 100 may help the user to exactly rec-
ognize a reference point, which is obstructed by a touch
instrument (e.g., a finger or an electronic pen), by using
the copy image.
[0090] Hereinafter, a method of displaying an object
on a screen, the method performed by the ultrasound
apparatus 100 to allow a user to touch, to drag and to
freely move the object that is activated with respect to its
motion, will now be described in detail with reference to
FIGS. 7 through 9.
[0091] FIG. 7 is a flowchart of a method of displaying
an object, the method performed by the ultrasound ap-
paratus 100, according to an exemplary embodiment.
[0092] In operation S710, the ultrasound apparatus
100 may extract a plurality of objects that are movable
during a predetermined mode.
[0093] The predetermined mode may include a meas-
urement mode, an annotation input mode, a Doppler
mode, an M mode, or the like. During the measurement
mode, a circumference, a length, a size, or the like of an
interest area may be measured, a maximum speed, an
instantaneous speed, a slope, or the like in a predeter-
mined sample volume may be measured, or speed var-
iation according to time may be measured. Functions of
the annotation input mode, the Doppler mode, and the
M mode are known to one of ordinary skill in the art, thus,
detailed descriptions thereof are omitted here.
[0094] The plurality of objects that are movable during
the predetermined mode indicate objects that are mov-
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able according to a user’s touch input, when the objects
are activated. For example, each of the objects may in-
clude, but is not limited to, at least one of a reference
point, a reference line, annotation, and an arrow which
are used in selecting a measurement point or a meas-
urement area.
[0095] The objects may be a same type of objects or
different types of objects. The objects may include a first
reference point and a second reference point. The ob-
jects may include a first reference point and a sample
volume, or a first reference point and annotation.
[0096] In operation S720, the ultrasound apparatus
100 may activate the objects to allow each of the extract-
ed objects to move according to a user’s touch input.
That is, in order to allow a user to freely move each of
the extracted objects by performing a touch input, the
ultrasound apparatus 100 may activate all of the objects.
[0097] In operation S730, the ultrasound apparatus
100 may display together the activated objects and an
ultrasound image. In the present exemplary embodi-
ment, the ultrasound image may include, but is not limited
to, a B mode image, a Doppler image, an M mode image,
and an elasticity mode image.
[0098] The ultrasound apparatus 100 may display the
activated objects on the ultrasound image. In an exem-
plary embodiment, the ultrasound apparatus 100 may
display the activated objects to partially overlap with the
ultrasound image, or may display the activated objects
in an area of a screen which is different from another
area of the screen on which the ultrasound image is dis-
played.
[0099] In the present exemplary embodiment, the ul-
trasound apparatus 100 may receive a touch and drag
input with respect to at least one object from among the
activated objects. In this case, the ultrasound apparatus
100 may move the at least one object according to the
touch and drag input and may display the at least one
object.
[0100] When sizes of objects related to the ultrasound
image are small, it is difficult for the user to exactly select
an object by performing a touch input. Also, although the
user exactly touches the object by using a touch instru-
ment, the object is obstructed by the touch instrument,
such that it is difficult for the user to recognize an exact
position of the object. Thus, in the present exemplary
embodiment, the ultrasound apparatus 100 may expand
a touch recognition range in which the object is recog-
nized as being selected.
[0101] For example, the ultrasound apparatus 100 re-
ceives a touch and drag input with respect to a first area
within a predetermined radius from a point at which an
activated first object is displayed, the ultrasound appa-
ratus 100 may recognize that the ultrasound apparatus
100 has received the touch and drag input with respect
to the first object. Also, when the ultrasound apparatus
100 receives a touch and drag input with respect to a
second area within the predetermined radius from a point
at which a second object from among the activated ob-

jects is displayed, the ultrasound apparatus 100 may
move the second object according to the touch and drag
input with respect to the second area and may display
the second object.
[0102] According to exemplary embodiments, a touch
recognition range of the first object and a touch recogni-
tion range of the second object may overlap with each
other. When the user touches and drags the overlapped
area, the ultrasound apparatus 100 may move one of the
first and second objects and then may display the moved
object, according to priority order information. The priority
order information means information with respect to
which object from among a plurality of objects is deter-
mined to be selected when the user performs a touch
input on an area in which touch recognition ranges of the
plurality of objects overlap with each other.
[0103] For example, in a case where movement priority
orders of the plurality of objects are preset, the ultrasound
apparatus 100 may move one of the first and second
objects according to the preset movement priority orders.
For example, if the priority order is set so that a lastly-
moved object has a lower priority, the ultrasound appa-
ratus 100 may compare movement time information of
the first object with movement time information of the
second object, and may move one of the first and second
objects, which has an earlier movement time, according
to the comparison result. Exemplary embodiments in
which a touch recognition range with respect to an object
expands will be described in detail with reference to
FIGS. 17 through 19.
[0104] FIGS. 8A and 8B illustrate a plurality of activated
objects, according to an exemplary embodiment.
[0105] As illustrated in FIG. 8A, when a measurement
mode for measuring a size or a circumference of an in-
terest area is selected, the ultrasound apparatus 100 may
extract movable objects during the measurement mode.
[0106] For example, in a case where a user selects a
caliper button and an Ellipse button of a control panel,
touches and simultaneously drags a third reference point
830 of an ultrasound image to a fourth reference point
840, and then takes off a finger, the ultrasound apparatus
100 may display an oval enabled for selecting a meas-
urement area on the ultrasound image. The ultrasound
apparatus 100 may extract a first reference point 810, a
second reference point 820, the third reference point 830,
and the fourth reference point 840 as the movable objects
during the measurement mode.
[0107] Afterward, the ultrasound apparatus 100 may
activate all of the first reference point 810, the second
reference point 820, the third reference point 830, and
the fourth reference point 840. Thus, the user may move
a position of the first reference point 810 by instantly
touching and dragging the first reference point 810 in a
right direction, without separate manipulation.
[0108] As illustrated in FIG. 8B, the user may move a
position of the second reference point 820 by directly
touching and dragging the second reference point 820
without separately inactivating the first reference point
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810 and activating the second reference point 820.
[0109] When a length measurement line is added ac-
cording to a user input, the ultrasound apparatus 100
may extract objects (e.g., a fifth reference point 850 and
a six reference point 860) that are movable on the length
measurement line, and may activate all of the extracted
objects (e.g., the fifth reference point 850 and the sixth
reference point 860).
[0110] Thus, the user may freely move a measurement
reference point by touching the activated objects (i.e.,
the first through sixth objects 810 through 860). That is,
according to the present exemplary embodiment, the ul-
trasound apparatus 100 may improve convenience of the
user who uses a touch interface, and may allow rapid
measurement and diagnosis.
[0111] FIG. 9 illustrates an example in which a plurality
of activated objects are moved according to multiple
touch inputs.
[0112] As illustrated in FIG. 9, the ultrasound appara-
tus 100 may receive the multiple touch inputs with respect
to a first object and a second object included in the acti-
vated objects. The ultrasound apparatus 100 may move
each of the first and second objects according to the mul-
tiple touch inputs and may display them.
[0113] For example, in a case where a user selects a
caliper button and an Ellipse button of a control panel,
touches and simultaneously drags a third reference point
930 of an ultrasound image to a fourth reference point
940, and then takes off a finger, the ultrasound apparatus
100 may display an oval enabled for selecting a meas-
urement area on the ultrasound image. The ultrasound
apparatus 100 may extract a first reference point 910, a
second reference point 920, the third reference point 930,
and the fourth reference point 940 as movable objects
during a measurement mode.
[0114] Thus, the user may move two fingers in different
directions while the user touches the first reference point
910 and the second reference point 920, with the two
fingers. The ultrasound apparatus 100 may move each
of the first reference point 910 and the second reference
point 920, and thus therefore adjust a length of a long
axis of the oval enabled for selecting the measurement
area.
[0115] FIGS. 10A and 10B illustrate screens for pro-
viding a copy image related to a sample volume 600,
performed by the ultrasound apparatus 100, according
to an exemplary embodiment.
[0116] As illustrated in FIG. 10A, when a user selects
a PW button of a control panel displayed on a third area
1030, the ultrasound apparatus 100 may detect user se-
lection and then may display a sample volume 1000 on
a B mode image. In this case, the user may touch and
simultaneously move the sample volume 1000, thereby
selecting a measurement position (e.g., a predetermined
blood vessel) for observation of a Doppler image.
[0117] When the user touches the sample volume
1000, the sample volume 1000 and an ultrasound image
around the sample volume 1000 are obstructed by a fin-

ger. Thus, the ultrasound apparatus 100 may display a
copy image having a predetermined size with respect to
a user-touched portion, on a second area 1020. The sam-
ple volume 1000 that is displayed on the user-touched
portion may be located at a center of the second area
1020.
[0118] As illustrated in FIG. 10B, when the user touch-
es and simultaneously drags the sample volume 1000,
a point at which a touch input is detected is continuously
changed according to drag inputs, so that the ultrasound
apparatus 100 may change a copy image in real-time
with respect to the point at which the touch input is de-
tected and may display the copy image on the second
area 1020. That is, the copy image having a predeter-
mined size with respect to the sample volume 1000 may
be changed in real-time and may be displayed on the
second area 1020.
[0119] The user may recognize an exact position of
the sample volume 1000, which is obstructed by a finger,
in the first area 1010 by referring to the copy image dis-
played on the second area 1020.
[0120] When the user moves the sample volume 1000
to a user-desired position and then takes off the finger
from the touch screen, the ultrasound apparatus 100 no
longer displays the copy image on the second area 1020.
Then, the ultrasound apparatus 100 may provide the
Doppler image about a blood vessel at which the sample
volume 1000 is positioned.
[0121] In the present exemplary embodiment, the ul-
trasound apparatus 100 may allow the user to recognize
a position of the sample volume 1000, which is obstructed
by a touch instrument (e.g., a finger or an electronic pen),
by using the copy image, so that the ultrasound apparatus
100 may help the user to exactly select a target blood
vessel for a Doppler image.
[0122] FIGS. 11A and 11B illustrate screens for pro-
viding a copy image and a plurality of activated objects
related to a Doppler image, performed by the ultrasound
apparatus 100, according to an exemplary embodiment.
[0123] As illustrated in FIG. 11A, after a user adjusts
a position of a sample volume, when the user selects a
Caliper button and then selects a Velocity button of a
control panel that is displayed on a third area 1130, the
ultrasound apparatus 100 may display a reference line
and reference points for measurement of a velocity of
blood flow with respect to a Doppler image that is dis-
played on a first area 1110. The ultrasound apparatus
100 may activate all of a reference line and reference
points 1100, 1101, 1102, and 1103 that are displayed on
the screen, so that the reference line and the reference
points 1100, 1101, 1102, and 1103 may be moved ac-
cording to a user’s touch input.
[0124] Thus, according to the present exemplary em-
bodiment, the user may touch and simultaneously move
the reference point 1100, thereby selecting a measure-
ment position to measure a maximum velocity (cm/s) of
a blood flow.
[0125] When the user touches the reference point

15 16 



EP 2 865 339 B1

10

5

10

15

20

25

30

35

40

45

50

55

1100, the reference point 1100 and a Doppler image
around the reference point 1100 are obstructed by a fin-
ger. Thus, the ultrasound apparatus 100 may display a
copy image having a predetermined size with respect to
a user-touched portion, on a second area 1120. The ref-
erence point 1100 that is displayed on the user-touched
portion may be located at a center of the second area
1120.
[0126] When the user touches and simultaneously
drags the reference point 1100, a point at which a touch
input is detected is continuously changed according to
drag inputs, so that the ultrasound apparatus 100 may
change a copy image in real-time with respect to the point
at which the touch input is detected and may display the
copy image on the second area 1120. That is, the copy
image having a predetermined size with respect to the
reference point 1100 may be changed in real-time and
may be displayed on the second area 1120.
[0127] The user may recognize the reference point
1100 and an image around the reference point 1100,
which are obstructed by a finger, in the first area 1110
by referring to the copy image displayed on the second
area 1120.
[0128] As illustrated in FIG. 11B, when the user moves
the reference point 1100 to a user-desired position and
then takes off the finger from the touch screen, the ultra-
sound apparatus 100 no longer displays the copy image
on the second area 1120. Then, the ultrasound apparatus
100 may provide the maximum velocity (cm/s) at the ref-
erence point 1100.
[0129] Because the reference line and the reference
points 1100, 1101, 1102, and 1103 that are displayed on
the screen are all activated, the user may freely change
positions of at least one of the reference points 1100,
1101, 1102, and 1103 by touching and dragging at least
one of the reference points 1100, 1101, 1102, and 1103.
[0130] In the present exemplary embodiment, the ul-
trasound apparatus 100 may allow the user to exactly
recognize a position of the reference point, which is ob-
structed by a touch instrument (e.g., a finger or an elec-
tronic pen), by using the copy image, so that the ultra-
sound apparatus 100 may help the user to exactly select
a velocity measurement position in the Doppler image.
[0131] FIGS. 12A and 12B illustrate screens for pro-
viding a copy image and a plurality of activated objects
related to an M mode image, performed by the ultrasound
apparatus 100, according to an exemplary embodiment.
[0132] The M mode image indicates an image in which
a motion of an organ is expressed as brightness, by using
ultrasound echo signals that are repeatedly obtained with
respect to one fixed scan line. The M mode image is
mainly used in observing the motion of an organ such as
the heart, which has valves that move fast. When there
is no motion of the organ, the M mode image shows flat
lines that are horizontally parallel to each other, but the
flat lines may become waves according to the motion of
the organ.
[0133] As illustrated in FIG. 12A, after a user adjusts

a position of a reference line in the M mode image, when
the user selects a Caliper button and then selects a Slope
button of a control panel that is displayed on a third area
1230, the ultrasound apparatus 100 may display an ob-
ject for measurement of a slope on the M mode image
that is displayed on a first area 1210.
[0134] The user may touch and simultaneously make
a dragging motion from a first portion corresponding to
a first reference point 1201 of the M mode image to a
second portion corresponding to a second reference
point 1202 of the M mode image, thereby selecting a
measurement position for the measurement of the slope.
The ultrasound apparatus 100 may activate all of the ob-
jects corresponding to a first reference point 1201 dis-
played at the first portion and a second reference point
1202 displayed at the second portion. Thus, the user may
minutely adjust the measurement position for the meas-
urement of the slope by freely changing positions of the
first object 1201 and the second object 1202 in a touch
and drag manner. According to the present exemplary
embodiment, objects corresponding to a third reference
point 1203, a fourth reference point 1204, a fifth reference
point 1205, and a sixth reference point 1206 that are mov-
able on the M mode image may be all activated.
[0135] When the user performs dragging from the first
reference point 1201 to the second reference point 1202
by using a finger, a position at which a touch input is
detected is continuously changed, so that the ultrasound
apparatus 100 may change a copy image in real-time
with respect to the position at which the touch input is
detected and may display the copy image on a second
area 1220. For example, the user may recognize an exact
position of a second reference point 1202, which is ob-
structed by a finger, in the first area 1210 by referring to
the copy image displayed on the second area 1220.
[0136] As illustrated in FIG. 12B, when the user moves
the reference point 1200 to a user-desired position and
then takes off the finger from the touch screen, the ultra-
sound apparatus 100 no longer displays the copy image
on the second area 1220.
[0137] Because reference points 1201, 1202, 1203,
1204, 1205, and 1206 that are displayed on the screen
are all activated, the user may freely change positions of
at least one of the reference points 1201, 1202, 1203,
1204, 1205, and 1206 by touching and dragging at least
one of the reference points 1201, 1202, 1203, 1204,
1205, and 1206.
[0138] In the present exemplary embodiment, the ul-
trasound apparatus 100 may allow the user to exactly
recognize a position of the reference point, which is ob-
structed by a touch instrument (e.g., a finger or an elec-
tronic pen), by using the copy image, so that the ultra-
sound apparatus 100 may help the user to exactly select
a slope measurement position in the M mode image.
[0139] FIGS. 13A, 13B and 13C illustrate screens for
providing a copy image related to generation of a body
marker, performed by the ultrasound apparatus 100, ac-
cording to an exemplary embodiment.
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[0140] As illustrated in FIG. 13A, when a user selects
a Body Marker button of a control panel that is displayed
on a third area 1330, the ultrasound apparatus 100 may
detect the user selection and may display a list of target
figures indicating targets on a screen. For example, the
list of target figures may include an arm figure, a leg fig-
ure, a womb figure, a heart figure, or the like.
[0141] When the user selects one target figure (e.g.,
the arm figure) from the list of target figures, the ultra-
sound apparatus 100 may display a body marker 1300
on an ultrasound image, wherein the body marker 1300
includes the selected target figure (i.e., the arm figure)
and a probe figure 1301 indicating a probe position. In
this case, the user may touch and simultaneously move
the probe figure 1301 that indicates the probe position
and that is included in the body marker 1300.
[0142] When the user touches the body marker 1300
by using a finger, the body marker 1300 and the probe
figure 1301 indicating the probe position are obstructed
by the finger. Thus, the ultrasound apparatus 100 may
display a copy image having a predetermined size with
respect to a user-touched portion on a second area 1320.
The body marker 1300 that is displayed on the user-
touched portion may be located at a center of the second
area 1320. In particular, according to the present exem-
plary embodiment, the target figure that is included in the
body marker 1300 may be located at the center of the
second area 1320.
[0143] As illustrated in FIG. 13B, when the user touch-
es and simultaneously moves the probe figure 1301 that
indicates the probe position and that is included in the
body marker 1300, in a lower left direction, the ultrasound
apparatus 100 may change and display a position of the
probe figure 1301, which indicates the probe position, in
a copy image in real-time. According to the present ex-
emplary embodiment, the target figure (e.g., the arm fig-
ure) may be constantly located at the center of the second
area 1320, and only the position of the probe figure 1301
indicating the probe position may be changed as com-
pared to FIG. 13A.
[0144] Thus, in the present exemplary embodiment,
the user may recognize an exact position of the probe
figure 1301, which is obstructed by a finger, in the first
area 1310 by referring to the copy image displayed on
the second area 1320.
[0145] As illustrated in FIG. 13C, when the user takes
off the finger from the body marker 1300, the ultrasound
apparatus 100 no longer displays the copy image of the
body marker 1300, on the second area 1320.
[0146] In the present exemplary embodiment, the ul-
trasound apparatus 100 may allow the user to exactly
recognize the probe figure 1301 by using the copy image,
wherein the probe figure 1301 indicates the probe posi-
tion and is obstructed by a touch instrument (e.g., a finger
or an electronic pen), so that the ultrasound apparatus
100 may help the user to generate the body marker 1300
that exactly indicates a position of a target at which an
ultrasound image is obtained.

[0147] FIG. 14 illustrates a screen for providing a copy
image related to an indication display, performed by the
ultrasound apparatus 100, according to an exemplary
embodiment.
[0148] As illustrated in FIG. 14, when a user selects
an Arrow button of a control panel that is displayed on a
third area 1430, the ultrasound apparatus 100 may detect
the user selection and may display an arrow 1400 on an
ultrasound image. In this case, the user may touch and
simultaneously move the arrow 1400 to a portion of an
image (e.g., a possible tumor area, a finger of a fetus, or
the like).
[0149] However, when the user touches the arrow
1400, the arrow 1400 and the ultrasound image around
the arrow 1400 are obstructed by a finger. Thus, the ul-
trasound apparatus 100 may display a copy image hav-
ing a predetermined size with respect to a user-touched
portion, on a second area 1420. The arrow 1400 that is
displayed on the user-touched portion may be located at
a center of the second area 1420.
[0150] When the user touches and simultaneously
drags the arrow 1400, a point at which a touch input is
detected is continuously changed according to drag in-
puts, so that the ultrasound apparatus 100 may change
a copy image in real-time with respect to the point at
which the touch input is detected and may display the
copy image on the second area 1420. The user may rec-
ognize an exact position of the arrow 1400, which is ob-
structed by a finger in the first area 1410, by referring to
the copy image displayed on the second area 1420.
[0151] When the user moves the arrow 1400 to a user-
desired position and then takes off the finger from the
touch screen, the ultrasound apparatus 100 no longer
displays the copy image on the second area 1420.
[0152] In an exemplary embodiment of FIG. 14, the
arrow 1400 is described as an example of an indicator.
However, in one or more exemplary embodiments, var-
ious types (e.g., a finger shape, a star shape, or the like)
of the indicator may be used.
[0153] In the present exemplary embodiment, the ul-
trasound apparatus 100 may help the user to exactly rec-
ognize a position of the indicator, which is obstructed by
a touch instrument (e.g., a finger or an electronic pen),
by using the copy image.
[0154] FIG. 15 illustrates a screen for providing a copy
image and a plurality of activated objects related to an
annotation, performed by the ultrasound apparatus 100,
according to an exemplary embodiment.
[0155] As illustrated in FIG. 15, when a user selects
an Annotation button of a control panel that is displayed
on a third area 1530, the ultrasound apparatus 100 may
detect the user selection and then may display a window
for an input of a first annotation 1501 on an ultrasound
image. In this case, the user may input the first annotation
1501, and may touch and simultaneously move the input
first annotation 1501 to a target indication portion (e.g.,
a possible tumor area or the like).
[0156] However, when the user touches the first anno-
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tation 1501, the first annotation 1501 and an ultrasound
image around the first annotation 1501 are obstructed
by a finger. Thus, the ultrasound apparatus 100 may dis-
play a copy image having a predetermined size with re-
spect to a user-touched portion, on a second area 1520.
The first annotation 1501 that is displayed on the user-
touched portion may be located at a center of the second
area 1520.
[0157] When the user touches and simultaneously
drags the first annotation 1501, a point at which a touch
input is detected is continuously changed according to
drag inputs, so that the ultrasound apparatus 100 may
change a copy image in real-time with respect to the point
at which the touch input is detected and may display the
copy image on the second area 1520. The user may rec-
ognize an exact position of the first annotation 1501,
which is obstructed by a finger in the first area 1510, by
referring to the copy image displayed on the second area
1520.
[0158] When the user moves the first annotation 1501
to a user-desired position and then takes off the finger
from the touch screen, the ultrasound apparatus 100 no
longer displays the copy image on the second area 1520.
[0159] The ultrasound apparatus 100 may activate all
of annotations 1501, 1502, and 1503 that are displayed
on the screen. Thus, the user may freely change positions
of the annotations 1502 and 1503 by touching and drag-
ging the annotations 1502 and 1503.
[0160] In the present exemplary embodiment, the ul-
trasound apparatus 100 may help the user to exactly rec-
ognize the position of the annotation, which is obstructed
by a touch instrument (e.g., a finger or an electronic pen),
by using the copy image.
[0161] FIG. 16 illustrates a screen for displaying a copy
image on a non-interest area of an ultrasound image,
performed by the ultrasound apparatus 100, according
to an exemplary embodiment.
[0162] A second area 1620 on which the copy image
is displayed may include a residual area of a first area
1610 on which an ultrasound image 1611 is displayed,
wherein the residual area does not include an interest
area 1612 of the first area 1610 which is selected by a
user. The GUI is displayed on the third area 1630.
[0163] That is, the ultrasound apparatus 100 may dis-
play the copy image in the first area 1610 on which the
ultrasound image 1611 is displayed, or may overlap the
copy image with the first area 1610 and may display the
copy image. For example, the ultrasound apparatus 100
may extract the non-interest area excluding the interest
area 1612 of the ultrasound image 1611 that is displayed
on a touch screen, and may display the copy image on
the non-interest area.
[0164] The non-interest area may be the residual area
excluding the interest area 1612 that is selected by the
user. For example, in a mode for observing a fetus, the
non-interest area may be a residual area excluding a
predetermined area on which the fetus is displayed.
[0165] In the present exemplary embodiment, when

the user takes off a touch instrument (e.g., a finger or an
electronic pen) from the touch screen, the ultrasound ap-
paratus 100 no longer displays the copy image that is
displayed on the non-interest area.
[0166] FIGS. 17A and 17B illustrate a touch recognition
range with respect to an object, according to an exem-
plary embodiment.
[0167] As illustrated in FIG. 17A, a user may drag a
first object 1711 away from a second object 1721 dis-
posed in an area 1720 to increase a length of a meas-
urement line. Although a user does not exactly touch a
first object 1711, when the user touches a first area 1710
around the first object 1711, the ultrasound apparatus
100 may recognize that the first object 1711 is touched.
That is, because the user might not exactly touch the
object, or although the user exactly touches the object,
an entire image of the object may be obstructed by a
finger, or the like, the ultrasound apparatus 100 may ex-
pand the touch recognition range with respect to the ob-
ject.
[0168] As illustrated in FIG. 17B, in a case where the
user does not exactly touch the first object 1711 but
touches and simultaneously drags the first area 1710
around the first object 1711 in a left direction, the ultra-
sound apparatus 100 may determine that the ultrasound
apparatus 100 has received a touch and drag input with
respect to the first object 1711, so that the ultrasound
apparatus 100 may move the first object 1711 in the left
direction and then may display the first object 1711.
Thereby, the user may reposition the first object more
precisely because of the unobstructed view of the first
object, and resulting measurement of the lines length be-
tween the first and second objects 1711 and 1721 will be
more accurate.
[0169] FIGS. 18A, 18B, 19A and 19B illustrate cases
in which touch recognition ranges of objects overlap with
each other, according to an exemplary embodiment.
[0170] As illustrated in FIG. 18A, a user may drag a
first object 1811 toward a second object 1821 to decrease
a length of a measurement line. Here, when a distance
between the first object 1811 and the second object 1821
is less than a predetermined distance, as illustrated in
FIG. 18B, a touch recognition range 1810 of the first ob-
ject 1811 and a touch recognition range 1820 of the sec-
ond object 1821 may overlap with each other (area 1800).
[0171] As illustrated in FIG. 19A, when the user touch-
es and drags an overlapped area 1900 in which a touch
recognition range 1910 of the first object 1911 and a
touch recognition range 1920 of the second object 1921
overlap with each other, the ultrasound apparatus 100
may move one of the first object 1911 and the second
object 1921, based on priority order information.
[0172] For example, as illustrated in FIG. 19B, when a
lastly-moved object has a priority, the ultrasound appa-
ratus 100 may compare a movement time of the first ob-
ject 1911 with a movement time of the second object
1921. When the movement time of the second object
1921 precedes the movement time of the first object
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1911, the ultrasound apparatus 100 may move the first
object 1911 according to a user’s touch and drag input
with respect to the overlapped area 1900.
[0173] FIG. 20 is a block diagram illustrating a structure
of the ultrasound apparatus 100, according to an exem-
plary embodiment.
[0174] The ultrasound apparatus 100 may include the
display 110, the user input unit 120, and a controller 130.
However, not all shown elements are necessary ele-
ments. That is, the ultrasound apparatus 100 may be
embodied with more or less elements than the shown
elements.
[0175] Hereinafter, the aforementioned elements are
described.
[0176] As described above, the display 110 and a
touchpad may form a mutual layer structure and thus
may be formed as a touch screen. That is, in the present
exemplary embodiment, the display 110 may be used as
both an output device and an input device.
[0177] The display 110 may display an ultrasound im-
age on a first area of the touch screen. The display 110
may display a copy image on a second area that is dif-
ferent from the first area on which the ultrasound image
is displayed. The display 110 may display the copy image
on the second area so that an object that is displayed on
the first area at a position at which a touch input is de-
tected may be located at a center of the second area.
[0178] The display 110 may display a copy image of a
partial image, which is changed according to drag inputs,
on the second area of the touch screen. That is, according
to the drag inputs by the user, the copy image that is
displayed on the second area may be changed in real-
time. The display 110 may move a predetermined object,
which is dragged by the user, into the first area and then
may display the predetermined object.
[0179] The display 110 may change a control panel for
adjustment of parameter values related to the ultrasound
image, according to a predetermined mode, and then
may display the control panel on a third area of the touch
screen.
[0180] The display 110 may display a plurality of copy
images. For example, when multiple touch inputs are de-
tected, the display 110 may display a plurality of copy
images about a plurality of partial images on the second
area, wherein the plurality of partial images correspond
to at least two portions of the ultrasound image, respec-
tively.
[0181] The display 110 may display a copy image on
the second area, wherein the copy image is obtained by
magnifying or reducing a partial image by a predeter-
mined ratio.
[0182] The display 110 may display together a plurality
of activated objects and the ultrasound image. The dis-
play 110 may display the activated objects to partially
overlap with the ultrasound image, may display the acti-
vated objects on the ultrasound image, or may display
the activated objects in an area of a screen which is dif-
ferent from another area of the screen on which the ul-

trasound image is displayed.
[0183] The display 110 may move at least one object
from among the activated objects, according to a user’s
touch and drag input, and then may display the at least
one object.
[0184] The display 110 may move and display a first
object according to a touch and drag input with respect
to the first area, and may move and display a second
object according to a touch and drag input with respect
to the second area. The first area may be an area in which
the first object is recognized as being touched, and the
second area may be an area in which the second object
is recognized as being touched. That is, according to the
present exemplary embodiment, the user may change a
position of an object by touching an area around the ob-
ject without exactly touching the object.
[0185] The display 110 may move and display each of
the first and second objects according to multiple touch
inputs.
[0186] The user input unit 120 is a means by which the
user inputs data to control the ultrasound apparatus 100.
For example, the user input unit 120 may be formed of,
but is not limited to, a key pad, a dome switch, a touchpad
(a touch capacitive type touchpad, a pressure resistive
type touchpad, an infrared beam sensing type touchpad,
a surface acoustic wave type touchpad, an integral strain
gauge type touchpad, a Piezo effect type touchpad, or
the like), a jog wheel, a jog switch, or the like. In particular,
as described above, when a display panel and the touch-
pad form a layer structure, the structure may be a touch
screen. In the present exemplary embodiment, the user
input unit 120 may detect not only an actual touch but
also may detect a proximate touch.
[0187] The user input unit 120 may detect a touch input
(e.g., a touch and hold input, a tap input, a double-tap
input, a flick input, a touch and drag input, or the like)
with respect to an ultrasound image. The user input unit
120 may detect a drag input that starts at a position at
which the touch input is first detected. The user input unit
120 may detect multiple touch inputs (e.g., a pinch input)
with respect to at least two portions of the ultrasound
image.
[0188] The user input unit 120 may receive a touch and
drag input with respect to the first area within a predeter-
mined radius from a point at which the first object from
among the activated objects is displayed, and may re-
ceive a touch and drag input with respect to the second
area within the predetermined radius from a point at
which the second object from among the activated ob-
jects is displayed. A value of the predetermined radius
may be set by the user or the ultrasound apparatus 100
and may be changed.
[0189] The user input unit 120 may receive a touch and
drag input with respect to an area in which the first area
and the second area overlap with each other.
[0190] The controller 130 controls operations of the ul-
trasound apparatus 100 and may include one or more
processors. For example, the controller 130 may control
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the display 110 and the user input unit 120.
[0191] For example, the controller 130 may control the
display 110 to extract a partial image of the ultrasound
image that corresponds to the touch input, and then to
display a copy image of the partial image on the second
area that is different from the first area.
[0192] The controller 130 may obtain information about
a position of the touch screen at which the touch input is
detected, and may extract a partial image from the ultra-
sound image, wherein the partial image has a preset size
with respect to the position at which the touch input is
detected. The controller 130 may select the second area
that is different from the first area on which the ultrasound
image is displayed and that is different from the third area
on which the control panel is displayed as a GUI.
[0193] When the controller 130 no longer detects a
touch input, the controller 130 may remove the copy im-
age from the second area. That is, when the user touches
a specific portion of the ultrasound image and then takes
off a finger from the ultrasound image, the copy image
that is displayed on the second area may disappear.
[0194] The controller 130 may extract a plurality of ob-
jects that are movable during a predetermined mode, and
may activate the objects so that each of the objects may
be moved according to a user’s touch input.
[0195] When the touch and drag input with respect to
the area in which the first area and the second area over-
lap with each other is received, the controller 130 may
control the display 110 to move and display one of the
first and second objects based on the priority order infor-
mation. For example, the controller 130 may compare
movement time information of the first object with move-
ment time information of the second object, and may con-
trol the display 110 to move and display one of the first
and second objects, according to the comparison result.
[0196] FIG. 21 is a diagram illustrating a structure of
the ultrasound apparatus 100, according to an exemplary
embodiment.
[0197] As illustrated in FIG. 21, the ultrasound appa-
ratus 100 may include an ultrasound image obtainer 140,
an image processor 150, a memory 160, and a commu-
nicator 170, in addition to the display 110, the user input
unit 120, and the controller 130.
[0198] The ultrasound image obtainer 140 may include
a probe (not shown) to transmit and receive an ultrasound
signal, and a beamformer (not shown) to perform a trans-
mit focusing operation and a receive focusing operation
with respect to the ultrasound signal. In the present ex-
emplary embodiment, the probe may include at least one
of 1D (Dimension), 1.5D, 2D (matrix), and 3D probes.
[0199] The image processor 150 may capture a partial
image corresponding to a touch input and then may gen-
erate a copy image of the partial image. When a touch
input that is maintained over a predetermined time is de-
tected, the image processor 150 may capture the partial
image and then may generate the copy image. For ex-
ample, when a touch input that is maintained over 2 sec-
onds is detected, the image processor 150 may generate

the copy image. The image processor 150 may capture
the partial image at regular intervals or may capture the
partial image when a position of the touch input is
changed. A method of generating the copy image, per-
formed by the image processor 150, is known to one of
ordinary skill in the art related to the image processing
technology; thus, detailed descriptions thereof are omit-
ted.
[0200] The memory 160 may store a program for
processing and controlling the controller 130, and/or
pieces of data (e.g., a preset gain value, an ultrasound
image, examinee information, probe information, a body
marker, or the like) that are input/output.
[0201] The memory 160 may include a flash memory-
type storage medium, a hard disk-type storage medium,
a multimedia card micro-type storage medium, a card
type memory (e.g., an SD card memory or an XD card
memory), a Random Access Memory (RAM), a Static
Random Access Memory (SRAM), a Read-Only Memory
(ROM), an Electrically Erasable Programmable Read-
Only Memory (EEPROM), a Programmable Read-Only
Memory (PROM), a magnetic memory, a magnetic disc,
and an optical disc. The ultrasound apparatus 100 may
operate a web storage system that performs a storing
function of the memory 160 over the Internet.
[0202] The communicator 170 may include one or
more configuring elements that allow communication be-
tween the ultrasound apparatus 100 and an external de-
vice (not shown). For example, the communicator 170
may include a near field communication (NFC) module,
a mobile communication module, a wireless internet
module, a wired internet module, or the like.
[0203] The NFC module may include, but is not limited
to, a wireless LAN (Wi-Fi), Bluetooth, BLE, Ultra Wide-
band (UWB), ZigBee, NFC, Wi-Fi Direct (WFD), and in-
frared Data Association (IrDA).
[0204] The mobile communication module exchanges
a wireless signal with at least one of a base station, an
external terminal, and a server via a mobile communica-
tion network. The wireless internet module is for access-
ing wireless Internet. The wireless internet module may
be embedded in the ultrasound apparatus 100 or may
be arranged outside the ultrasound apparatus 100. The
wired internet module is for access to wired internet.
[0205] In the present exemplary embodiment, the com-
municator 170 may transmit the ultrasound image or the
like to the external device. The external device may in-
clude, but is not limited to, a mobile phone, a smart phone,
a laptop computer, a tablet PC, an electronic book ter-
minal, a terminal for digital broadcasting, a personal dig-
ital assistant (PDA), a portable multimedia player (PMP),
a digital camera, or the like.
[0206] An exemplary embodiment may also be embod-
ied as programmed commands to be executed by various
computer means, and may then be recorded in a com-
puter-readable recording medium. The computer-read-
able recording medium may include one or more of the
programmed commands, data files, data structures, or
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the like. The programmed commands recorded to the
computer-readable recording medium may be particular-
ly designed or configured for exemplary embodiments or
may be of those well known to one of ordinary skill in the
art. Examples of the computer-readable recording medi-
um include magnetic media including hard disks, mag-
netic tapes, and floppy disks, optical media including CD-
ROMs, and DVDs, magnetooptical media including op-
tical disks, and a hardware apparatus designed to store
and execute the programmed commands in read-only
memory (ROM), random-access memory (RAM), flash
memories, and the like. Examples of the programmed
commands include not only machine codes generated
by a compiler but also include codes to be executed in a
computer by using an interpreter.
[0207] The foregoing exemplary embodiments and ad-
vantages are merely exemplary and are not to be con-
strued as limiting. The present teaching can be readily
applied to other types of apparatuses. Also, the descrip-
tion of the exemplary embodiments is intended to be il-
lustrative, and not to limit the scope of the claims, and
many alternatives, modifications, and variations will be
apparent to those skilled in the art.

Claims

1. A display method to display an interest area of an
ultrasound image displayed on a touch screen, com-
prising:

- providing, on the ultrasound image, at least a
first moveable object (1301; 1711) having a first
area (1300; 1710), which defines an extended
touch recognition range with respect to the first
moveable object (1301; 1711);
- receiving a touch-and-drag input, by recogniz-
ing that the first movable object (1301; 1711) is
touched when the touch screen is touched in the
extended touch recognition range of the first ar-
ea (1300; 1710) outside the first moveable ob-
ject; and
- displacing the first movable object (1301; 1711)
in correspondence with the received touch-and-
drag input with respect to the ultrasound image,
characterised by
- defining the extended touch recognition range
with respect to the first moveable object (1301;
1711) by a boundary of the first area (1300;
1710), which encloses the first moveable object
(1301; 1711),
- wherein the receiving the touch-and-drag input
comprises receiving an input of a touch-point
within the boundary of the first area (1300;
1710).

2. The display method according to claim 1, wherein
the extended touch recognition range has sufficient

dimensions to allow unobstructed viewing of the first
movable object (1301; 1711), when receiving the
touch-and-drag input in the extended touch recog-
nition range.

3. The display method according to claim 1 or 2, further
comprising expanding the touch recognition range
defined by the first area (1710) based on a user’s
input with respect to the first movable object (1711),
when an image of the first moveable object (1711)
is obstructed by a user’s finger, or the like.

4. The display method according to claim 1, 2 or 3, fur-
ther comprising: providing, on the ultrasound image,
a second object (1721), wherein displacing the first
movable object (1301; 1711) in correspondence with
the received touch-and-drag input with respect to the
ultrasound image is relative to the second object
(1721).

5. The display method according to any of preceding
claims 1 - 4, further comprising displaying a plurality
of moveable objects, and activating two or more of
the plurality of moveable objects for movement,
which activating enables movement of each of the
plurality of moveable objects according to the re-
ceived touch-and-drag input.

6. The display method according to claim 5, further
comprising:

receiving multiple touch inputs with respect to
the first movable object and the second movable
object from among the activated objects; and
moving each of the first and second movable
objects according to the multiple touch inputs.

7. The method of claim 5 or 6, further comprising:

- receiving a touch and drag input with respect
to an area in which the first area of the first mov-
able object and a second area of the second
movable object overlap with each other; and
- moving and displaying at least one of the first
movable object and the second movable object,
based on priority order information.

8. The method of claim 7, wherein the moving and dis-
playing at least one of the first movable object and
the second movable object comprises:

comparing movement time information of the
first movable object with movement time infor-
mation of the second movable object; and
moving and displaying one of the first movable
object and the second movable object according
to a result of the comparing,
wherein the moving and displaying one of the
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first movable object and the second movable ob-
ject comprises moving and displaying a lastly-
moved movable object of the first movable ob-
ject and the second movable object.

9. The display method according to any of preceding
claims 1 - 8, wherein providing, on the ultrasound
image, at least the first moveable object (1301; 1711)
having the first area (1300; 1710), comprises provid-
ing the first area to surround the first moveable object
(1301; 1711).

10. The display method according to any of the preced-
ing claims, further comprising:

- receiving a measurement instruction from a us-
er via a measurement input;
- displaying a shape on the ultrasound image;
and
- receiving touch-and-drag input and setting di-
mensions of the shape displayed on the ultra-
sound image in correspondence with the re-
ceived touch-and-drag input.

11. The display method according to claim 10, further
comprising receiving a shape input from a user set-
ting a shape for measuring or determining, such as
a line, an ellipse, and the like, and displaying the
resulting shape.

12. The display method according to claim 11, further
comprising measuring the length of a line between
the first moveable object and a second movable ob-
ject after displacing the at least one of the first and
second movable objects in correspondence with the
received touch-and-drag input relative to the ultra-
sound image.

13. The display method according to claim 11, further
comprising determining a shape, such as an elliptical
form, after displacing at least one of the first move-
able object and a second movable object in corre-
spondence with the received touch-and-drag input
relative to the ultrasound image.

14. A program comprising computer instructions, con-
figured to, when loaded on a computer, execute the
display method of at least claim 1.

15. An ultrasound apparatus, comprising:

- a touch screen for display of at least an interest
area of an ultrasound image;
- a user input configured to receive a touch input
from a user with respect to the ultrasound image;
and
- a controller, which is configured to

* provide, on the ultrasound image, at least
a first moveable object (1301; 1711) having
a first area (1300; 1710), which defines an
extended touch recognition range with re-
spect to the first moveable object (1301;
1711);
* receive a touch-and-drag input from a us-
er, by recognizing that the first movable ob-
ject (1301; 1711) is touched when the user
touches the touch screen in the touch rec-
ognition range of the first area (1300; 1710)
outside the first moveable object; and
* displace the first movable object (1301;
1711) in correspondence with the received
touch-and-drag input with respect to the ul-
trasound image;
characterised in that
the controller is further configured to
* define the extended touch recognition
range with respect to the first moveable ob-
ject (1301; 1711) by a boundary of the first
area (1300; 1710), which encloses the first
moveable object (1301; 1711); and
* receive an input of a touch-point within the
boundary of the first area (1300; 1710) for
the touch-and-drag input.

Patentansprüche

1. Verfahren zur Anzeige eines Interessenbereichs ei-
nes auf einem Touchscreen angezeigten Ultra-
schallbildes, umfassend:

- zur Verfügung stellen, auf dem Ultraschallbild,
wenigstens eines ersten beweglichen Objektes
(1301; 1711) mit einem ersten Bereich (1300;
1710), der einen erweiterten Berührungserken-
nungsbereich in Bezug auf das erste bewegli-
che Objekt (1301; 1711) definiert;
- Empfangen einer Berühren-und-Ziehen-Ein-
gabe durch Anerkennen, dass das erste beweg-
liche Objekt (1301; 1711) berührt wurde, wenn
der Touchscreen in dem erweiterten Berüh-
rungserkennungsbereich des ersten Bereichs
(1300; 1710) außerhalb des ersten beweglichen
Objektes berührt wurde; und
- Verschieben des ersten beweglichen Objektes
(1301; 1711) in Übereinstimmung mit der emp-
fangenen Berühren-und-Ziehen-Eingabe in Be-
zug auf das Ultraschallbild,
gekennzeichnet durch
- Definieren des erweiterten Berührungserken-
nungsbereichs in Bezug auf das erste bewegli-
che Objekt (1301; 1711) durch eine Umgren-
zung des ersten Bereichs (1300; 1710), der das
erste bewegliche Objekt (1301; 1711) um-
schließt,
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- wobei das Empfangen der Berühren-und-Zie-
hen-Eingabe das Empfangen einer Eingabe von
einem Berührungspunkt innerhalb der Umgren-
zung des ersten Bereichs (1300; 1710) umfasst.

2. Anzeigeverfahren gemäß Anspruch 1, wobei der er-
weiterte Berührungserkennungsbereich ausrei-
chende Dimensionen aufweist, um eine ungehinder-
te Ansicht des ersten beweglichen Objektes (1301;
1711) zu ermöglichen, wenn die Berühren-und-Zie-
hen-Eingabe in dem erweiterten Berührungserken-
nungsbereich empfangen wird.

3. Anzeigeverfahren gemäß Anspruch 1 oder 2, wei-
terhin umfassend ein Ausdehnen des von dem ers-
ten Bereich (1710) definierten Berührungserken-
nungsbereichs, basierend auf der Eingabe eines Be-
nutzers in Bezug auf das erste bewegliche Objekt
(1711), wenn ein Bild des ersten beweglichen Ob-
jektes (1711) durch einen Finger eines Benutzers
oder ähnliches gehindert wird.

4. Anzeigeverfahren gemäß Anspruch 1, 2 oder 3, wei-
terhin umfassend: zur Verfügung stellen, auf dem
Ultraschallbild, eines zweiten Objektes (1721), wo-
bei das Verschieben des ersten beweglichen Objek-
tes (1301; 1711) in Übereinstimmung mit der emp-
fangenen Berühren-und-Ziehen-Eingabe in Bezug
auf das Ultraschallbild relativ zu dem zweiten Objekt
(1721) ist.

5. Anzeigeverfahren gemäß einem der vorangegange-
nen Ansprüche 1 bis 4, weiterhin umfassend ein An-
zeigen einer Mehrzahl von beweglichen Objekten
und ein Aktivieren von zwei oder mehr aus der Mehr-
zahl von beweglichen Objekten für eine Bewegung,
wobei das Aktivieren ein Bewegen jedes aus der
Mehrzahl von beweglichen Objekten in Übereinstim-
mung mit der empfangenen Berühren-und-Ziehen-
Eingabe ermöglicht.

6. Anzeigeverfahren gemäß Anspruch 5, weiterhin um-
fassend:

Empfangen mehrfacher Berührungseingaben in
Bezug auf das erste bewegliche Objekt und das
zweite bewegliche Objekt aus der Gruppe der
aktivierten Objekte; und
Bewegen jedes des ersten und zweiten beweg-
lichen Objektes in Übereinstimmung mit den
mehrfachen Berührungseingaben.

7. Anzeigeverfahren gemäß Anspruch 5 oder 6, wei-
terhin umfassend:

- Empfangen einer Berühren-und-Ziehen-Ein-
gabe in Bezug auf einen Bereich, in dem der
erste Bereich des ersten beweglichen Objektes

und ein zweiter Bereich des zweiten bewegli-
chen Objektes sich überlappen; und
- Bewegen und Anzeigen des ersten bewegli-
chen Objektes und/oder des zweiten bewegli-
chen Objektes, auf Basis von Informationen zu
einer Prioritätsreihenfolge.

8. Anzeigeverfahren gemäß Anspruch 7, wobei das
Bewegen und Anzeigen des ersten beweglichen Ob-
jektes und/oder des zweiten beweglichen Objektes
umfassen:

- Vergleichen von Informationen zu Bewegungs-
zeiten des ersten beweglichen Objektes mit In-
formationen zu Bewegungszeiten des zweiten
beweglichen Objektes; und
- Bewegen und Anzeigen des ersten bewegli-
chen Objektes oder des zweiten beweglichen
Objektes in Übereinstimmung mit dem Ergebnis
des Vergleichs,
wobei das Bewegen und Anzeigen des ersten
beweglichen Objektes oder des zweiten beweg-
lichen Objektes das Bewegen und Anzeigen ei-
nes schließlich bewegten beweglichen Objek-
tes aus der Gruppe des ersten beweglichen Ob-
jektes und des zweiten beweglichen Objektes
umfasst.

9. Anzeigeverfahren gemäß einem der vorangegange-
nen Ansprüche 1 bis 8, wobei ein zur Verfügung stel-
len, auf dem Ultraschallbild, wenigstens des ersten
beweglichen Objektes (1301; 1711), das einen ers-
ten Bereich (1300; 1710) aufweist, ein zur Verfügung
stellen des ersten Bereichs, der das erste bewegli-
che Objekt (1301; 1711) umschließen soll, umfasst.

10. Anzeigeverfahren gemäß einem der vorangegange-
nen Ansprüche, weiterhin umfassend:

- Empfangen einer Messanweisung von einem
Benutzer über eine Messeingabe;
- Anzeigen einer Form auf dem Ultraschallbild;
und
- Empfangen einer Berühren-und-Ziehen-Ein-
gabe und Einstellen der Dimensionen der auf
dem Ultraschallbild angezeigten Form in Über-
einstimmung mit der empfangenen Berühren-
und-Ziehen-Eingabe.

11. Anzeigeverfahren gemäß Anspruch 10, weiterhin
umfassend ein Empfangen einer Formeingabe von
einem Benutzer, der eine Form zum Messen und
Bestimmen einstellt, wie zum Beispiel eine Linie, ei-
ne Ellipse oder ähnliches, und ein Anzeigen der re-
sultierenden Form.

12. Anzeigeverfahren gemäß Anspruch 11, weiterhin
umfassend die Länge einer Linie zwischen dem ers-
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ten beweglichen Objekt und einem zweiten beweg-
lichen Objekt, nachdem das erste bewegliche Objekt
und/oder das zweite bewegliche Objekt in Überein-
stimmung mit der empfangenen Berühren-und-Zie-
hen-Eingabe relativ zu dem Ultraschallbild bewegt
worden ist.

13. Anzeigeverfahren gemäß Anspruch 11, weiterhin
umfassend das Bestimmen einer Form wie zum Bei-
spiel einer Ellipse, nachdem das erste bewegliche
Objekt und/oder ein zweites bewegliches Objekt in
Übereinstimmung mit der empfangenen Berühren-
und-Ziehen-Eingabe relativ zu dem Ultraschallbild
bewegt worden ist.

14. Computeranweisungen umfassendes Programm,
das dazu konfiguriert ist, das Anzeigeverfahren ge-
mäß wenigstens Anspruch 1 auszuführen, wenn es
auf einem Computer geladen wird.

15. Ultraschallvorrichtung, umfassend:

- einen Touchscreen zur Anzeige wenigstens ei-
nes Interessenbereichs eines Ultraschallbildes;
- eine Benutzereingabe, die dazu konfiguriert ist,
eine Berührungseingabe von einem Benutzer in
Bezug auf das Ultraschallbild zu empfangen;
und
- eine Steuerung, die dazu konfiguriert ist,

* wenigstens ein erstes bewegliches Objekt
(1301; 1711) mit einem ersten Bereich
(1300; 1710), der einen erweiterten Berüh-
rungserkennungsbereich in Bezug auf das
erste bewegliche Objekt (1301; 1711) defi-
niert, auf dem Ultraschallbild zur Verfügung
stellen;
* eine Berühren-und-Ziehen-Eingabe eines
Benutzers durch Anerkennen, dass das
erste bewegliche Objekt (1301; 1711) be-
rührt wurde, wenn der Benutzer den Touch-
screen in dem erweiterten Berührungser-
kennungsbereich des ersten Bereichs
(1300; 1710) außerhalb des ersten beweg-
lichen Objektes berührt hat, zu empfangen;
und
* das erste bewegliche Objekt (1301; 1711)
in Übereinstimmung mit der empfangenen
Berühren-und-Ziehen-Eingabe in Bezug
auf das Ultraschallbild zu verschieben;
dadurch gekennzeichnet, dass
die Steuerung weiterhin dazu konfiguriert ist
* den erweiterten Berührungserkennungs-
bereich in Bezug auf das erste bewegliche
Objekt (1301; 1711) durch eine Umgren-
zung des ersten Bereichs (1300; 1710), der
das erste bewegliche Objekt (1301; 1711)
umschließt, zu definieren; und

* eine Eingabe eines Berührungspunktes
innerhalb der Umgrenzung des ersten Be-
reichs (1300; 1710) für die Berühren-und-
Ziehen-Eingabe zu empfangen.

Revendications

1. Procédé d’affichage permettant d’afficher une zone
d’intérêt d’une image ultrasonore affichée sur un
écran tactile, comprenant :

- la prévision, sur l’image ultrasonore, d’au
moins un premier objet déplaçable (1301 ;
1711) présentant une première zone (1300 ;
1710) définissant une plage de reconnaissance
tactile étendue par rapport au premier objet dé-
plaçable (1301 ; 1711) ;
- la réception d’une entrée par toucher-glisser,
en reconnaissant que le premier objet déplaça-
ble (1301 ; 1711) a été touché lorsque l’écran
tactile a été touché dans la plage de reconnais-
sance tactile étendue de la première zone
(1300 ; 1710) à l’extérieur du premier objet
déplaçable ; et
- le déplacement du premier objet déplaçable
(1301 ; 1711) en correspondance avec l’entrée
par toucher-glisser reçue par rapport à l’image
ultrasonore,
caractérisé par
- la définition de la plage de reconnaissance tac-
tile étendue par rapport au premier objet dépla-
çable (1301 ; 1711) par une délimitation de la
première zone (1300 ; 1710) qui enceint le pre-
mier objet déplaçable (1301 ; 1711),
- dans lequel la réception de l’entrée par tou-
cher-glisser comprend la réception d’une entrée
d’un point tactile à l’intérieur de la délimitation
de la première zone (1300 ; 1710).

2. Procédé d’affichage selon la revendication 1, dans
lequel la plage de reconnaissance tactile étendue a
suffisamment de dimensions pour permettre une vue
non entravée du premier objet déplaçable (1301 ;
1711) lors de la réception de l’entrée par toucher-
glisser dans la plage de reconnaissance tactile éten-
due.

3. Procédé d’affichage selon la revendication 1 ou 2,
comprenant en outre l’agrandissement de la plage
de reconnaissance tactile définie par la première zo-
ne (1710) en fonction d’une entrée faite par un utili-
sateur par rapport au premier objet déplaçable
(1711), lorsqu’une image du premier objet déplaça-
ble (1711) est entravée par le doigt de l’utilisateur,
ou autre.

4. Procédé d’affichage selon la revendication 1, 2 ou
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3, comprenant en outre : la prévision, sur l’image
ultrasonore, d’un deuxième objet (1721), le dépla-
cement du premier objet déplaçable (1301 ; 1711)
en correspondance avec l’entrée par toucher-glisser
reçue par rapport à l’image ultrasonore étant relatif
au deuxième objet (1721).

5. Procédé d’affichage selon l’une quelconque des re-
vendications 1 à 4, comprenant en outre l’affichage
d’une pluralité d’objets déplaçables, et l’activation
d’au moins deux objets parmi la pluralité d’objets dé-
plaçables en vue de leur déplacement, laquelle ac-
tivation permet le déplacement de chacun des objets
de la pluralité d’objets déplaçables conformément à
l’entrée par toucher-glisser reçue.

6. Procédé d’affichage selon la revendication 5, com-
prenant en outre :

la réception d’entrées par touchers multiples par
rapport au premier objet déplaçable et au
deuxième objet déplaçable parmi les objets
activés ; et
le déplacement de chacun des premier et
deuxième objets déplaçables conformément
aux entrées par touchers multiples.

7. Procédé d’affichage selon la revendication 5 ou 6,
comprenant en outre :

- la réception d’une entrée par toucher-glisser
par rapport à une zone dans laquelle la première
zone du premier objet déplaçable et une deuxiè-
me zone du deuxième objet déplaçable se
chevauchent ; et
- le déplacement et l’affichage du premier objet
déplaçable et/ou du deuxième objet déplaçable,
en fonction d’informations d’ordre de priorité.

8. Procédé selon la revendication 7, dans lequel le dé-
placement et l’affichage du premier objet déplaçable
et/ou du deuxième objet déplaçable comprennent :

- la comparaison d’informations relatives au mo-
ment du déplacement du premier objet dépla-
çable et d’informations relatives au moment du
déplacement du deuxième objet déplaçable ; et
- le déplacement et l’affichage du premier objet
déplaçable ou du deuxième objet déplaçable
conformément au résultat de la comparaison,
dans lequel le déplacement et l’affichage du pre-
mier objet déplaçable ou du deuxième objet dé-
plaçable comprend le déplacement et l’afficha-
ge de celui des premier et second objets dépla-
çables qui a été déplacé le dernier.

9. Procédé d’affichage selon l’une quelconque des re-
vendications 1 à 8, dans lequel la prévision, sur l’ima-

ge ultrasonore, d’au moins le premier objet déplaça-
ble (1301 ; 1711) présentant la première zone
(1300 ; 1710) comprend la prévision de la première
zone qui doit enceindre le premier objet déplaçable
(1301 ; 1711).

10. Procédé d’affichage selon l’une quelconque des re-
vendications précédentes, comprenant en outre :

- la réception d’une consigne de mesure émise
par un utilisateur via une entrée de mesure ;
- la réception d’une forme sur l’image
ultrasonore ; et
- la réception d’une entrée par toucher-glisser
et le réglage des dimensions de la forme affi-
chée sur l’image ultrasonore en correspondan-
ce avec l’entrée par toucher-glisser reçue.

11. Procédé d’affichage selon la revendication 10, com-
prenant en outre la réception d’une entrée de forme
émise par un utilisateur réglant une forme destinée
à une mesure ou détermination, telle qu’une ligne,
une ellipse ou autre, et l’affichage de la forme résul-
tante.

12. Procédé d’affichage selon la revendication 11, com-
prenant en outre la longueur d’une ligne séparant le
premier objet déplaçable et un deuxième objet dé-
plaçable après le déplacement d’au moins un des
premier et deuxième objets déplaçables en corres-
pondance avec l’entrée par toucher-glisser reçue
par rapport à l’image ultrasonore.

13. Procédé d’affichage selon la revendication 11, com-
prenant en outre la détermination d’une forme, telle
qu’une forme elliptique, après le déplacement du
premier objet déplaçable et/ou d’un deuxième objet
déplaçable en correspondance avec l’entrée par tou-
cher-glisser reçue par rapport à l’image ultrasonore.

14. Programme comprenant des instructions informati-
ques, configuré pour exécuter le procédé d’affichage
selon au moins la revendication 1 une fois qu’il est
chargé sur un ordinateur.

15. Appareil ultrasonore, comprenant :

- un écran tactile permettant d’afficher au moins
une zone d’intérêt d’une image ultrasonore ;
- une entrée utilisateur configurée pour recevoir
une entrée par toucher réalisée par un utilisateur
par rapport à l’image ultrasonore ; et
- un organe de commande configuré pour

* prévoir, sur l’image ultrasonore, au moins
un premier objet déplaçable (1301 ; 1711)
présentant une première zone (1300 ;
1710) définissant une plage de reconnais-
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sance tactile étendue par rapport au pre-
mier objet déplaçable (1301 ; 1711) ;
* recevoir une entrée par toucher-glisser
réalisée par un utilisateur, en reconnaissant
que le premier objet (1301 ; 1711) a été tou-
ché lorsque l’utilisateur a touché l’écran tac-
tile dans la plage de reconnaissance tactile
de la première zone (1300 ; 1710) à l’exté-
rieur du premier objet déplaçable ; et
* déplacer le premier objet déplaçable
(1301 ; 1711) en correspondance avec l’en-
trée par toucher-glisser reçue par rapport à
l’image ultrasonore ;
caractérisé en ce que
l’organe de commande est configuré en
outre pour
* définir la plage de reconnaissance tactile
étendue par rapport au premier objet dépla-
çable (1301 ; 1711) par une délimitation de
la première zone (1300 ; 1710) qui enceint
le premier objet déplaçable (1301 ; 1711) ;
et

- recevoir une entrée d’un point tactile à l’inté-
rieur de la délimitation de la première zone
(1300 ; 1710) pour l’entrée par toucher-glisser.
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