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Extended field of view ultrasonic diagnostic imaging with image reacquisition.

This invention relates to ultrasonic diagnostic imaging systems and, in
particuiar, to ultrasonic diagnostic imaging systems which produce ultrasonic images with an
extended field of view.

Ultrasonic diagnostic imaging systems of the 1970s and 1980s were
manufactured with what is known as B-arm scanning. In B-arm scanning systems an A line
(single beam) transducer was mounted at the end of an articulated arm. The joints of the
articulated arm contained sensors which continuously monitored the relative positions of the
arm segments, enabling the spatial position of the transducer to be constantly tracked. As the
transducer was scanned over the body of the patient, the relative spatial locations of
consecutive A lines was computed from the articulated arm sensors, and the A lines were
assembled in consecutive, side-by-side locations on an image display. The B arm system was
thus capable of painting an ultrasonic image that could laterally extend for the maximum
number of successive A lines that the system could store and display and over which the B
arm could extend.

In recent years electronically scanned array transducers have been adapted for
the same purpose. Since an electronically scanned array transducer automatically produces a
two dimensional image, movement of the array transducer in the plane of the image will
produce successive, spatially offset two dimensional images. Each new image in a new
spatial location can be spatially registered with a previously acquired image with which it
overlaps, then combined with the previous images to produce an extended image which is
laterally extensive in the direction of motion of the array transducer. The extent of the
extended field of view image is determined by the capacity of the ultrasound system to store
and display multiple partially overlapping two dimensional images.

Extended field of view (EFOV) imaging systems of the prior art are capable of
producing a continuous EFOV image as a scanhead is continually moved in a given direction
along the surface of the body. However, a clinician acquiring an EFOV image is often trying
to image a structure of extended length in the body, such as a blood vessel in an arm or leg.
Although the clinician is trying to maintain the vessel in alignment with the image plané of

the scanhead, frequently the path of the vessel and the moving scanhead will move out of
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alignment and the vessel will no longer appear in the image. In such circumstances, the usual
recourse is to repeat the scan from the beginning. It would be desirable for the clinician to
compensate for the premature termination of the scan by being able to reacquire the blood
vessel in the EFOV image.

In accordance with the principles of the present invention, an extended field of
view ultrasonic diagnostic imaging system is provided in which newly acquired images may
be obtained for an EFOV image by moving the scanhead in either direction. Thus, if the
scanhead moves such that structure of interest is out of the scan plane of the EFOV image,
the clinician may reverse the direction of the scan until the structure is reacquired, preferably
at the point at which it initially disappeared from view. The clinician can therefore recover
from misalignment of the structure of interest and the scan plane and continue the scan
without having to restart the scan from the beginning.

In the drawings:

FIGURE 1 illustrates the technique for scanning an array transducer to
produce an extended field of view image;

FIGURE 2 illustrates an extended field of view ultrasonic diagnostic imaging
system constructed in accordance with the principles of the present invention;

FIGURES 3a-3d illustrate image registration using a set of images exhibiting
different levels of resolution;

FIGURES 4a-4c¢ illustrate SAD characteristics for images of different levels of
resolution;

FIGURES 5a and 5b illustrate three overlapping elemental images which form
an extended field of view image;

. FIGURE 6 depicts the organization of an extended field of view history
buffer;

FIGURES 7a-7c¢ illustrate how successive elemental images are entered into
the history buffer of FIGURE 6;

FIGURES 8a-8b illustrate the assembly of an extended field of view ultrasonic
image from the central portions of successive elemental ultrasonic images; and
FIGURES 9a-9e illustrate the reacquisition of a blood vessel in an EFOV image by reversal
of the scanning direction.

Referring first to FIGURE 1, the technique for scanning an array transducer to
produce an extended field of view image is shown. An ultrasonic scanhead 10 which »

includes an electronically scanned array transducer 12 is shown in contact with the skinline
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94 of a patient. In this example the clinician wants to scan a length of blood vessels
90,92,94, and to display the blood vessels in an extended field of view image. As the
drawing shows, only the narrow region of the bifurcation 96 is directly beneath the aperture
of the array transducer 12 and hence viewable in a single conventional image. To scan a
length of the blood vessels, the clinician slides the scanhead in the direction 14, which
denotes a direction co-aligned with the longitudinal axis of the array transducer and the plane
of an image. As the scanhead is moved in the direction 14, successive planar images referred
to herein as elemental images are acquired, each being slightly displaced (as a function of the
speed of scanhead motion and the image acquisition rate) in the direction 14 from the
previous image. The displacement between successive elemental images is computed and the
images are registered and combined on the basis of the displacements to produce a composite
extended field of view image of the blood vessels.

Ideally, it is desirable for the scanhead to be translated at a constant speed
while images are acquired, so that individual elemental images are not stretched or
compressed laterally relative to earlier acquired elemental images. It is also desirable for the
scanhead to be moved in a single plane, so that there is high correlation from each elemental
image to the next. However, manual scanning over an irregular body surface often causes
departures from either or both of these desirable conditions. As will be seen below, the
present invention provides solutions to the effects of less than desirable manual scanning.

An ultrasonic diagnostic imaging system for producing extended field of view
images in accordance with the principles of the present invention is shown in FIGURE 2.

The scanhead 10 is moving in the direction 14 of the planes of successively acquired images
Fo4 - Fo. The acquired images Fn.4 - F,, are transparently shown in this drawing so that their
spatial overlap can be appreciated. The first image acquired in this sequence is image frame
Fu4, and the last image acquired is frame F,, shown in alignment with the aperture of the
array transducer 12. The echoes of each acquired image frame are formed into beams by
beamformer 20. The coherent echoes are then processed by a signal processor 22 and
arranged in respective ultrasonic images by a scan converter 24. To form conventional real
time images, each image is coupled to a video processor 26 and displayed on an image
display 30.

In accordance with the principles of the present invention, each image is
coupled to an EFOV image processor 40. The EFOV image processor, which may operate
with either estimate data (pre-scan converted) images or display data (scan converted pixel

data) images, receives each newly acquired image duiing the EFOV mode of operation and
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computes the displacement between the new image and the previously acquired elemental
image of the EFOV image, as more fully described below. The EFOV image processor
stores the new image in registration with the previously acquired elemental images in an
extended image memory 42 as described below. Each time the EFOV image is extended by
the addition of new image data, the EFOV image data stored in the extended image memory
42 is extracted from the memory and combined by a combiner 44 to form a new EFOV
image, which is coupled to the video processor 26 for viewing on the display.

FIGURES 3a-3d illustrate a preferred technique in accordance with the present
invention for computing the displacement between images so that multiple offset elemental
images may be registered and combined into a single EFOV image. The two images which
are o be registered can be the newly acquired elemental image and the previously formed
EFOV image. In the preferred embodiment of the present invention the newly acquired
elemental image is registered with the previously acquired elemental image. The first step is
to process each image into a set of images of different levels of resolution. The starting
images have the highest resolution in the set, and each additional image in the set exhibits
progressively coarser resolution. A set of four such images is shown in FIGURES 3a-3d,
with image 32 being the received elemental image, and each of the other images 34, 36, and
38 having progressively coarser resolution. Images 34, 36, and 38 can be produced by a
variety of methods. Images 34, 36 and 38 can be produced by passing image 32 through low
pass filters of progressively lower cutoff frequencies. Images 34, 36 and 38 can be produced
by successive downsampling and/or truncating of the image data of image 32. As FIGURES
3a-3d show, each image of progressively coarser resolution clearly shows only image
features of increasing significance in the image. For instance, the highly resolved mitten-
shaped structure 50 in image 32 shows less fine detail in the same structure 52 in the lower
resolution image 34 of FIGURE 3b. Only higher level details of the same structure 54 are
seen in the lower resolution image 36 of FIGURE 3c, and only the highest level outline 56 of
the same structure is seen in the lowest level resolution image 38 of FIGURE 3d. One way to
segment the levels of resolution is to produce an image 34 with half the resolution of the
original image 32, an image 36 with half the resolution of image 34, and an image 38 with
half the resolution of image 36.

In the next step in the process, the lowest resolution image 38 from two
elemental images are compared with each other to ascertain the spatial displacement between
the two. In a preferred embodiment, only a small area around a single point in the imagé is

used for the comparison. The point can be the location of a prominent feature in the image or
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an arbitrary point such as the center of the image. A suitable area over which to perform the
comparison is an eight pixel by eight pixel area 60 around the point indicated by the “+”
symbol in FIGURE 3d. The areas 60 of the two images are aligned in various ways to
determine the alignment in which the coarsely defined feature(s) in the area are most closely
in congruence. A systematic way for performing these alignments is to carry out a sum
absolute difference (SAD) search of the pixels around the + point in each image to determine
the minimum SAD which indicates the best match. The SAD search compares pixels P by

performing comparisons in accordance with the algorithm

8

Z' ])n (X —x=dx,Y - y~dy) B PO (X-x,Y-y) |

8
y=0 x=0
Where P, is a pixel of the newly acquired image, P, is a pixel of a previous (o0ld) image, x
and y are the parameters over which the summations are performed, and X and Y are the
reference coordinates of the feature in the pixel area, generally at the center of the area. The
algorithm is iterated for alignment offsets dx,dy until min SAD(X,Y,dx,dy) is found. As the
SAD search is being carried out, boundary conditions are constantly checked to ascertain
whether a result is a true minimum or only an aberrational value. For example, a minimum
SAD occurring when the center point + of one area is aligned with the edge of the search area
would be ignored. Minimum SAD values are also compared against thresholds for validity in
terms of both magnitude and percentage values. Each SAD calculation includes a
comparison against the condition of no offset, where the displacement parameters are set to
zero. Since the images being compared are of the coarsest resolution level, only the most
significant features of the image will be present in the data sets, and the process will result in
the closest alignment of these significant image features.

Once a min SAD value has been found for the two pixel areas the parameter
estimate is refined by a gradient search algorithm. This algorithm computes the differentials
of the SAD value as a function of small offsets in each of the displacement parameter
dimensions (x,y,0) used to compute the min SAD. If an offset results in an improved SAD
value, the displacement parameters are replaced with the refined offset parameters. The
refinement process can be iteratively repeated a number of times, each with an increasingly
finer offset.

In the next step, the same comparison is made of the old and new images of
the next highest level of resolution. This time, the comparison is made using a greater
number of small image areas such as those indicated by the small boxes 60,62 in FIGURE 3c.

The points + around which the areas are located can be chosen arbitrarily but preferably are
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chosen to include identified image features. In FIGURE 3c the location of box 60 is
arbitrarily chosen, while box 62 is defined to be located on features of image structure 54.
Again a systematic combarison of corresponding pixel areas such as a min SAD search is
performed. Preferably, the alignment analysis for the second and subsequent resolution
levels begins with the two images initially aligned (pre-warped) as determined by the
displacement measure resulting from the analysis of the previous level. Before applying the
displacement parameters of the previous level it may be necessary to scale them, as there may
be differences in pixel size and/or density from one level to the next due to the resolution
difference.

At the second and subsequent resolution levels where multiple small pixel
areas 60,62 are analyzed for min SAD, a predetermined number of the areas must yield a
valid min SAD value before the previous displacement parameter values will be replaced by
new ones. For example, if the comparisons of at least three of the four areas 60,62 of the
second resolution level each yield a valid minimum SAD, then the three or four results are
aggregated and used as the new displacement parameters. If less than three areas yield a
valid min SAD, then the results are discarded and the parameters of the image comparison at
the previous resolution level are retained as the preferred displacement parameters. Again,
boundary conditions are checked to prevent aberrational results from being used as
registration parameter values.

Two more registration analyses of the two higher resolution image sets 34 and
32 are performed in accordance with this same process. Preferably, the analyses at the higher
resolution levels are performed with a greater number of pixel areas of comparison. For
example up to sixteen areas 60,62 can be used in the comparisons involving images 34 and
32, with each pixel area preferably chosen to correspond with a significant feature in the
image. Features are defined as regions of the image that contain structures that can be
matched accurately and robustly such as points and corners. If the results of these
comparisons yield better parameter values, the new displacement parameters are used. If no
better parameters are found, the previous results are retained as the displacement parameters.
The gradient refinement process can be applied at these higher resolution levels by using a
number of feature areas or arbitrarily chosen points at different image locations, retaining
displacement parameters which yield an improved overall min SAD result. These refined
parameters are then used to align the new elemental image with the previous elemental image
of the EFOV image. The new elemental image is added to the previous images in a hisfory

buffer as described below in conjunction with FIGURES 5-7.
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Prior art techniques for measuring image displacement are generally
computationally intensive. That shown in U.S. Pat. 5,566,674, for instance, performs a
computation for every pixel area of each entire high resolution image. The technique of the
present invention does not require such intensive processing, relying as it dées on
comparisons of just a few small, discrete areas of each image. Improved accuracy and
robustness are provided by the use of multi-resolution levels of the same image which tend to
producé fewer local minima, and the use of feature-based comparisons, rather than blindly
processing all the data of every image. This is illustrated by the SAD characteristics of
FIGURES 4a-4c.

The use of multiple small pixel areas for alignment analysis permits accurate
alignment of elastically deformed images. For example, an elemental image may be laterally
stretched or compressed relative to the previous elemental image by reason of changes in the
speed at which the scanhead is moved during scanning. Image deformation within an image
can occur due to motion of the anatomy being scanned, such as the heart. If scanhead motion
is increasing, a new image can be stretched in relation to a previous image, and can be
relatively compressed if scanhead motion is decreasing. The degree of elasticity is a function
of both scanhead motion and the directional sequence in which the scanlines of the image are
transmitted. By computing min SAD at a plurality of separate image areas 60,62, separate
portions of the old and new images can be separately aligned. Registration parameters for
intermediate image regions can be scaled in proportion to the parameters calculated for the
specific areas 60,62. Thus, elastic deformation errors can be overcome and eliminated from
the registration process.

FIGURE 4a illustrates a typical SAD characteristic 100 for a full resolution
image 32 which might result from the calculation and plotting of a complete SAD
characteristic for an alignment parameter. In a constructed embodiment of the present
invention only a few points of such a SAD characteristic are computed and compared as the
processor 40 tries to locate the minimum SAD point 108. Due to the high spatial frequency
content of the high resolution image 32, the SAD characteristic is likely to exhibit points
104,106 of local minima in addition to the overall minimum 108. This can be due to
alignment of image artifacts such as speckle, for instance. Thus, the SAD analysis can lead
to identification of a point 102 that is approaching a local minimum 104, rather than the
overall characteristic minimum 108.

However, the use of different image resolution levels will cause the SAD

characteristics of the coarser resolution level images to exhibit far less high spatial frequency
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content. Accordingly, the SAD characteristics of these lower resolution renditions will
appear as shown by SAD characteristic 110 of FIGURE 4b, in which the local minima of the
high resolution SAD characteristic are smoothed over. Thus, an initial estimate of the
minimum SAD point may be located at point 112 and approaching the overall characteristic
minimum 108 rather than some local minima. The initial pre-warping, gradient refinement
processing, and iterative SAD computations at higher levels of resolution will cause an initial
min SAD estimate 114 to iteratively progress to points 116 and 118, as shown in FIGURE 4c,
to progressively home in on the desired minimum SAD point 108.

When the displacement necessary to align a new elemental image to the
previous elemental image in an EFOV series is known, the new elemental image can be
combined with the others to produce an extended image. One way to do this is to employ an
EFOV image buffer 42 in which a single EFOV image formed from previously acquired
elemental images is stored. The new elemental image is then added to the EFOV image in
the buffer, generally through some form of weighting or averaging, to produce a new EFOV
image for display. Once the new elemental image has been added to the EFOV image it can
no longer be separately identified, as it is blended into and becomes an integral part of the
EFOV image. In accordance with a further aspect of the present invention, it is preferable to
use a history buffer for the image memory 42, in which the pixels of the individual elemental
images continue to be separately distinguishable. FIGURE 6 depicts the organization of a
preferred history buffer 130. The X,y coordinates of the history buffer 130 shown on the top
surface 132 correspond to the maximum sight area of a displayed EFOV image. The column
depth z of the history buffer is the maximum number of pixels of different elemental images
which can be stored and combined to form each pixel of the EFOV image. In the illustrated
embodiment the history buffer is shown to be six pixels deep as shown by delineations 132.
In a constructed embodiment the history buffer may be eight to sixteen pixels deep.

Referring to FIGURE 5a, three exemplary elemental images A, B, and C are
shown which are acquired as the initial elemental images for an EFOV image. Image A is
the first to be acquired as the scanhead moves from left to right to acquire images A, B, and
C in succession. Image A is therefore entered first into the history buffer 130 and is aligned
to the left edge of the buffer as shown in FIGURE 6. If the scanhead were moving from right
to left, the first image A would be aligned at the right side of the buffer so that the EFOV
image could be extended from right to left instead of from left to right as depicted in this
example. When the image A is entered into the history buffer, it completely fills the piﬁel

storage areas (depth z) beneath its x,y coordinates with image A pixel values as shown in
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FIGURE 7a. FIGURES 7a-7c depict the history buffer cross-section in a plane 140 between
arrows 7-7 in FIGURE 6. The remaining pixel storage areas of the history buffer continue to
be set to invalid values at this time.

Image B is next acquired and aligned with image A as described above. Image
B is stored in the history buffer in its aligned position in X,y coordinates with respect to
image A. Where image B overlays image A, the image A pixels are “pushed down” by one
pixel depth so that the upper pixel is occupied by pixel B and the remaining are still occupied
by image A pixel values, as shown in FIGURE 7b. In areas where image B does not overlay
image A, the full pixel depth is filled with image B pixel values.

When image C is acquired and aligned with image B the push down process is
repeated as shown in FIGURE 7c. In the columns indicated by arrow 142 where all three
images overlap, the top pixel is from image C, the next pixel down is from pixel B, and the
remaining pixel depth is filled with image A pixels. In image areas where only images B and
C overlap, the top pixel in the column is an image C pixel, and those below are image B
pixels.

This process continues as additional elemental images are acquired to extend
the EFOV image. The finite depth of the history buffer, six pixels in this example, limits the
number of images which can overlap at any pixel location to the most recent six overlapping
images. Older image pixels at the location are “pushed out” of the bottom of the buffer
which, in the z direction, operates as a FIFO (first in, first out) buffer. This is unlike the
above-described technique of simply adding a new elemental image to an EFOV image,
where an unlimited number of overlapping images are blended together. The finite limit of
the history buffer provides a benefit of reduced image blurring as compared to the technique
of simply recursively blending an EFOV image, since very old images in the history buffer
overlay are removed by the FIFO push-down process. This is not possible where elemental
images are blended into the EFOV image and are no longer separately distinguishable, unless
each elemental image is stored and its position tracked for subsequent subtraction from the
EFOV image. In addition the history buffer readily permits the scanning direction to be
reversed during a scan. Another benefit is that the algorithm for combining elemental images
into an EFOV image can be changed and different algorithms applied to the same extended
image set.

Each time a new elemental image is added to the history buffer the combining
algorithm is applied to the pixel data to form a pixel of an EFOV image from each column of

pixels in the history buffer. It is seen that the initial filling of an entire column with pixels of
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the first image acquired at an x,y coordinate effects a weighting of the pixel data in favor of
the initial image. If such weighting is not desired, the columns in the history buffer could
only be filled one pixel depth at a time, or by another desired depth weighting. The
combining algorithm may effect a summing of the pixel data at each column, an averaging or
median filtering process, or some other linear or nonlinear filtering function (FIR, IIR, static,
conditional, or adaptive) automatically or-adaptively selected or chosen by the user. The
EFOV image for elemental images A, B, and C would appear as shown by outline 120 in
FIGURE 5b.

In accordance with a further aspect of the present invention, the full elemental
image is not used in the EFOV image, but only the central portion of the elemental image, as
shown in FIGURES 8a and 8b. FIGURE 8a shows an EFOV image 80 which is extended by
a new elemental image 82. The full new elemental image 82 is that obtained by the full
aperture of the array transducer, as delineated by bracket 70 above the new image 82.
However, only the central portion of the new image 82, the portion that is above bracket 72
and comprises only approximately 20% of the full image width, is added to the EFOV image
80. This percentage can be adjusted depending upon scanning parameters such as the image
acquisition or display frame rate. The central portion of the new image 82 is formed by the
center of the array aperture, where the image is generally in its best focus. The central
portion is formed by a balanced aperture, is (in the case of a phased array) steered directly
ahead, and will most likely result from the best acoustic coupling to the body. Accordingly,
since the central portion of the image is likely to be the most highly resolved image area, only
the central area of the new elemental image is combined with the previously formed EFOV
image. The resultant EFOV image with the addition of this central image area of elemental
image 82 is illustrated in FIGURE 8b.

' In addition to producing grayscale B mode images, most ultrasound systems
produce images in which the motion or flow of tissue and fluids is depicted in color.
Colorflow (velocity) imaging, Doppler power imaging, power motion imaging, and tissue
Doppler imaging are modes in which motion and flow are imaged, either alone or in
combination with B mode structural image data. In accordance with a further aspect of the
present invention, two extended image memories 42 are used for EFOV images in these
compound modes. Preferably two history buffers 130 are used, one in which the B mode
image information is registered and stored, and a second in which the corresponding flow or
motion image information is registered and stored. The use of two buffers allows ﬂexiBility

in using different techniques for combining the elemental images of the two buffers into one
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EFOV image. In one approach, the combining algorithm first produces a B mode EFOV
image from the data of one history buffer and a color EFOV image from the data of the other
history buffer. These EFOV images can be alternately displayed or displayed simultaneously
in different areas of the viewing screen. Alternatively, elemental images from the two
buffers can be combined directly into an EFOV image based upon the distribution of the
image data. For a composite EFOV image the combining algorithm combines the B mode
and color data into a single EFOV image. The data of the two buffers is combined by
preferentially using B mode data where data of both types is available at one EFOV pixel, by
preferentially using color data when the color data exceed a predetermined threshold, or by
blending the two together to form a pixel with a hue or color determined by characteristics of
both data types.

In accordance with the principles of the present inveﬁtion, a new elemental
image is combined into an existing EFOV image irrespective of the direction 14 of scanhead
motion. The process for measuring image displacement performs the analysis of image to
image displacement for all directions, not just for the initial direction of scanhead motion.
The EFOV image processor of FIGURE 2 will align and insert a new elemental image into
the history buffer 130 regardless of the direction of the displacement needed to align the
images. This means that the addition of a central area of a new elemental image may not
extend the field of view of an EFOV image, but can instead overwrite completely within an
existing elemental area of the EFOV image. This can, if desired, cause a decrease in the field
of view rather than an increase. The use and benefit of this capability is illustrated in
FIGURES 9a-%e.

FIGURES 9a-9e illustrate a procedure in which a clinician is trying to form an
EFOV image 80 of the paths of blood vessels 92 and 94. The clinician is initially forming
the EFOV image by moving the scanhead 10 in the direction of arrow 14a. But as FIGURE
9a illustrates, the clinician has unintentionally moved the scanhead such that the vessels 92
and 94 are no longer in the image plane of the transducer array 12. The portion of the EFOV
image added by the most recently acquired elemental image, shown above bracket 72, does
not follow the extension of vessels 92,94.

In accordance with the principles of the present invention, the clinician
overcomes this difficulty by reversing the direction of the scan, as shown by arrow 14b in
FIGURE 9b. The portion of the EFOV image 80 of FIGURE 9b which has most recently
been added is that shown above the bracket 72 at the center of the aperture of scanhead 10.

As FIGURE 9b shows, this newly added image portion does not extend the EFOV image 80;
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instead it overwrites a portion of the EFOV image which is in the interior of the lateral
dimensions of the image. The portion 82 of the previous EFOV image to the right of the
bracketed new area, shdwn outlined by dashed lines, is eliminated from the EFOV image.
The EFOV image is now laterally reduced in size, as the reference to the former right side
edge 84 of the EFOV image shows.

Functionally this process is defined by keeping track of the leading and
trailing edges of the current elemental image. The leading edge of the image is the portion to
the side of the central area (bracket 72) in which the scanhead is initially moved. The trailing
edge of the image is the portion which follows the central area. The leading and trailing
edges are defined initially when the scan direction is determined. When the registration
parameters indicate that the direction of scanhead motion has changed, the processor 40
erases (invalidates) the pixel data in the history buffer which is in the‘ leading edge region of
each new elemental image added to the history buffer. In FIGURE 9b, as the scanhead
moves to the left as shown by arrow 14b, the pixel data of the leading edge image area 84
which trails the central region (bracket 72) is erased and the entire column of each pixel of
the history buffer filled in with invalid values, thereby eliminating that pixel data from the
EFOV display.

The clinician continues to move the scanhead in the direction of arrow 14b
until the blood vessels 92,94 are reacquired in the EFOV image plane, as shown in FIGURE
9¢. The EFOV image 80 of FIGURE 9c contains a new elemental image area, that shown
above the bracket 72 at the center of the scanhead aperture, in which an image of the blood
vessels 92,92 has been reacquired in the plane of the rest of the EFOV image. The undesired
out-of-plane EFOV image region at the leading edge (to the right) of the image portion above
bracket 72, has been eliminated from the EFOV image, which has been shortened in width
correspondingly. The new portion of the EFOV image above the bracket 72 shows structure
not seen before, the bifurcation of one vessel 90 to form the two vessels 92,94. The new
image portion is not obscured by old EFOV image data by reason of the finite depth of the
history buffer 130, which has pushed the old unwanted image data down and out of the
buffer.

With the blood vessels reacquired in the image, the clinician can resume
scanning in the direction 14d, as shown in FIGURE 9d. The new elemental image portion of
this EFOV image, shown above the bracket 72, reveals the extension of the blood vessels
92,94 as a single vessel 90. With continued motion in the direction of arrows 14d and i4e,

the EFOV image 80 is fully filled in with the structure of blood vessels 90,92,94, as shown in
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FIGURE 9e. Thus it is seen that the clinician has the ability to overcome an inadvertent loss
of structure in an EFOV image by reversing the scanhead direction, reacquiring the desired
structure in the image by realigning the scanhead with the vessel structure, and continuing the

EFOV scan without having to start from the beginning.
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CLAIMS:

1. A method for scanning a patient to produce an extended field of view (EFOV)
image of anatomy of the patient comprising the steps of:

acquiring a sequence of ultrasonic images of a desired portion of the patient’s
anatomy by moving a scanhead along the body of the patient in a given direction which is in
line with the scanhead image plane;

departing from the path of motion which produces images of the desired
portion of the patient’s anatomy;

moving the scanhead in a direction which is substantially the reverse of the
given direction to reacquire images of the desired portion of the patient’s anatomy; and

substantially reversing the scanhead motion to resume acquisition of a

sequence of ultrasonic images of a desired portion of the patient’s anatomy.

2. The method of Claim 1, further comprising the steps of:

producing an EFOV image of the desired portion of the patient’s anatomy
during the step of acquiring; and

observing the disappearance of the desired portion of the patient’s anatomy
from the most recent portion of the EFOV image during the step of departing; and

observing the reappearance of the desired portion of the patient’s anatomy in

the most recent portion of the EFOV image during the step of moving.

3. The method of Claim 2, further comprising the steps of:
extending the EFOV image during the step of producing; and
not extending the EFOV image during the step of moving.

4. The method of Claim 3, wherein the step of not extending the EFOV image

comprises reducing the EFOV image during the step of moving.

5. In an ultrasonic diagnostic imaging system which produces an extended field

of view image from a plurality of partially spatially overlapping elemental images acquired
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by moving a scanhead along the body of a patient, a method for storing new elemental
images in an EFOV image buffer comprising the steps of:

storing a new elemental image in registration with a previous elemental image
and offset therefrom in a first coordinate direction when scanhead motion is in a first motion
direction; and

storing a new elemental image in registration with a previous elemental image
and offset therefrom in a second coordinate direction which is substantially the reverse of
said first coordinate direction when scanhead motion is in a second motion direction that is

substantially opposite to said first motion direction.

6. In the ultrasonic diagnostic imaging system of Claim 5, wherein a portion of
said previous elemental image which does not spatially overlap said new elemental image
which is offset in said second coordinate direction is removed from said extended field of

view image.

7. A method for scanning a patient to produce an extended field of view (EFOV)
image of anatomy of the patient comprising the steps of:

moving a scanhead along the body of the patient in a given direction which is
initially in line with said anatomy and is in line with the scanhead image plane to acquire first
and second sequences of substantially co-planar ultrasonic images;
moving said scanhead in a second direction which is substantially opposite said given
direction to return to acquisition of ultrasonic images at the juncture of said first and second
sequences; and
moving said scanhead in a third direction which is substantially similar to said given

direction to acquire a third sequence of images which is a continuation of said first sequence.

8. The method of Claim 7, further comprising the step of:

forming an EFOV image from said acquired ultrasonic images while said

scanhead is moving.

9. The method of Claim 7, wherein said step of moving said scanhead in a

second direction further comprises:
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acquiring a fourth sequence of images while said scanhead is moving in said
second direction, said fourth sequence substantially replacing said second sequence of images
in said EFOV image.

10. The method of Claim 9, wherein said third sequence of images substantially

replaces said fourth sequence in said EFOV image.

11. The method of Claim 9, wherein said step of moving said scanhead in a

second direction further comprises:

erasing image data of images of at least one of said second and fourth

sequences of image.

12. The method of Claim 7, wherein the image planes of images of said first and

third sequences are substantially aligned with said anatomy.

13. The method of Claim 12, wherein the image planes of images of said second

and fourth sequence are substantially unaligned with said anatomy.

14. The method of Claim 7, wherein said step of moving said scanhead in a

second direction further comprises:

erasing image data of images of said second sequence of image.
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