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Description

[0001] The present invention relates to diagnostic ul-
trasound systems. In particular, the present invention re-
lates to systems for co-displaying multiple scan planes
of a scanned object in real time.

[0002] Numerous ultrasound methods and systems
exist for use in medical diagnostics. Various features
have been proposed to facilitate patient examination and
diagnosis based on ultrasound images of the patient. For
example, certain systems offer a biplane imaging of an
object, e.g. the human heart. One image of the biplane
images may have a fixed orientation with respect to the
transducer while the otherimage may be varied in relation
to the fixed reference image. At least some systems with
biplane imaging capability may rotate one image relative
to the other, or may tilt one image relative to the other.
[0003] Heretofore, ultrasound methods and systems
were unable to acquire multi-plane imaging for three or
more imaging planes rapidly enough to be useful in real
time display and analysis of the scanned multi-plane in-
formation. Also, conventional systems were unable to
visually display the image displays with quantitative data,
e.g. tissue velocity or strain rate.

[0004] US 2003/216646 A1 discloses a system for real
time ultrasound imaging of an object in at least three two-
dimensional scan planes that are rotated around a com-
mon axis, together with designs of ultrasound transducer
arrays that allows for such imaging. The system is also
introduced into a monitoring situation of cardiac function
where, combined with other measurements as for exam-
ple the LV pressure, physiological parameters like ejec-
tion fraction and muscular fiber stress is calculated.
[0005] A need exists forimproved systems that provide
real time acquisition and display of three or more image
planes of an object with optional display of quantitative
data.

[0006] In one embodiment of the present invention, an
ultrasound system is provided that includes a probe for
successively acquiring ultrasound information from an
object along at least three distinct scan planes. An ex-
ample of a probe for the embodimentis a 2D array probe.
The scan planes may intersect one another along an axis
extending from the probe through the object. A memory
is included for storing data slices corresponding to the at
least three distinct scan planes based on the ultrasound
information. Also included is a processor that accesses
the memory to select and obtain the data slices and gen-
erates ultrasound images based on the data slices. A
display is included for co-displaying the ultrasound im-
ages.

[0007] In another embodiment an ultrasound method
for successively acquiring ultrasound information from
an object along at least three distinct scan planes is pro-
vided. Successive could be planewise whereby all scan
information is collected for a first plane, then for a next
plane, and so forth. In an alternative embodiment, suc-
cessive could be vectorwise whereby scan information
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is collected in the order of vector 1 plane 1, vector 2 plane
2, vector 3 plane 3, vector 2 plane 1, etc). In another
embodiment, multi-line acquisition (MLA) may be used
to collect scan information for a first plane, then a next
plane, and soforth. In yet another embodiment, MLA may
be done for plane 1, then for plane 2, then for plane 3,
then repeating for plane 1, plane2, plane 3, until all data
for all planes is collected. The embodiments of this in-
vention should not be limited by the numerous possibil-
ities for successive collection of scan data for all planes
of a scanning pattern, e.g. biplane or tri-plane. The scan
planes may intersect one another along an axis extend-
ing from the probe through the object. The method in-
cludes storing data slices corresponding to the at least
three distinct scan planes based on the ultrasound infor-
mation, generating ultrasound images based on the data
slices, and co-displaying the ultrasound images.

[0008] Embodiments of the invention will now be de-
scribed, by way of example, with reference to the accom-
panying drawings, in which:

Figure 1 is a block diagram of an ultrasound system
formed in accordance with an embodiment of the
present invention.

Figure 2 is a flowchart of an exemplary method for
acquiring, processing, and displaying in real time ul-
trasound tri-plane data.

Figure 3 is an exemplary screen display illustrating
three co-displayed ultrasound images formed from
three planes or views of the scanned object.

Figure 4 is an exemplary screen shot illustrating a
velocity trace of a selected region of interest (ROI)
within one scan plane.

Figure 5 is an exemplary screen shot illustrating a
velocity trace of an ROl overlapping the velocity trace
of Figure 4.

Figure 6 is a diagram illustrating a ring buffer for buff-
ering ultrasound data slices.

[0009] Figure 1 is a block diagram of an ultrasound
system 100 formed in accordance with an embodiment
of the present invention. The ultrasound system 100 is
capable of steering a soundbeam in 3D space, and is
configurable to acquire information corresponding to a
plurality of two-dimensional (2D) representations or im-
ages of a region of interest (ROI) in a subject or patient.
One such ROI may be the human heart or the myocar-
dium of a human heart. The ultrasound system 100 is
configurable to acquire 2D images in three or more
planes of orientation. The ultrasound system 100 in-
cludes a transmitter 102 that, under the guidance of a
beamformer 110, drives a plurality of transducer ele-
ments 104 within an array transducer 106 to emit ultra-
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sound signals into a body. The elements 104 within array
transducer 106 are excited by an excitation signal re-
ceived from the transmitter 102 based on control infor-
mation received from the beamformer 110. When excit-
ed, the transducer elements 104 produce ultrasonic
waveforms that are directed along transmit beams into
the subject. The ultrasound waves are back-scattered
from density interfaces and/or structures in the body, like
blood cells or muscular tissue, to produce echoes which
return to the transducer elements 104. The echo infor-
mation is received and converted by the transducer ele-
ments 104 into electrical signals. The electrical signals
are transmitted by the array transducer 106 to a receiver
108 and then passed to the beamformer 110. In the em-
bodiment described, the beamformer 110 operates as a
transmit and receive beamformer. In an alternative em-
bodiment, the array transducer 106 is a 2D array with a
sub-aperture rx beamforming inside the probe.

[0010] The beamformer 110 delays, apodizes and
sums each electrical signal with other electrical signals
received from the array transducer 106. The summed
signals represent echoes from the ultrasound beams or
lines. The summed signals are output from the beam-
former 110 to an RF processor 112. The RF processor
112 may generate different data types, e.g. B-mode,
color Doppler (velocity/power/variance), tissue Doppler
(velocity), and Doppler energy, for multiple scan planes
or different scanning patterns. For example, the RF proc-
essor 112 may generate tissue Doppler data for three
(tri-plane) scan planes. The RF processor 112 gathers
the information (e.g. 1/Q , B-mode, color Doppler, tissue
Doppler, and Doppler energy information) related to mul-
tiple data slices and stores the data information with time
stamp and orientation/rotation information in an image
buffer 114. Orientation/rotation information may indicate
the angular rotation of one data slice with respect to a
reference plane or another data slice. For example, in a
tri-plane implementation whereby ultrasound information
is acquired substantially simultaneously or consecutively
within a short period of time (e.g. 1/20 second) for three
differently oriented scan planes or views, one data slice
may be associated with an angle of 0 degrees, another
with an angle of 60 degrees, and a third with an angle of
120 degrees. Thus, data slices may be added to the im-
age buffer 114 in a repeating order of 0 degrees, 60 de-
grees, 120 degrees, ...,0 degrees, 60 degrees, and 120
degrees, .... The first and fourth data slices in the image
buffer 114 have a first common planar orientation. The
second and fifth data slices have a second common pla-
nar orientation and third and sixth data slices have a third
common planar orientation.

[0011] Alternatively, instead of storing orientation/ro-
tation information, a data slice sequence number may be
stored with the data slice in the image buffer 114. Thus,
data slices may be ordered in the image buffer 114 by
repeating sequence numbers, e.g. 1,2,3, ...,1,2, 3, ...
In tri-plane imaging, sequence number 1 may correspond
to a plane with an angular rotation of O degrees with re-
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spect to a reference plane, sequence number 2 may cor-
respond to a plane with an angular rotation of 60 degree
with respect to the reference plane, and sequence
number 3 may correspond to a plane with an angular
rotation of 120 degrees with respect to the reference
plane. The data slices stored in the image buffer 114 are
processed by 2D display processors 116, 118, and 120.
[0012] The 2D display processors 116, 118, and 120
operate alternatively and successfully in round-robin
manner processing data slices from the image buffer 114.
For example, the display processors 116, 118, and 120
may have access to all of the data slices in the image
buffer 114, but are configured to operate upon data slices
having one angular orientation. For example, the display
processor 116 may only process data slices from the
image buffer 114 associated with an angular rotation of
0 degrees or sequence number 1. Likewise, the display
processor 118 may only process 60 degree oriented or
sequence number 2 data slices, and the display proces-
sor 120 may only process 120 degree oriented or se-
quence number 3 data slices. Shown in a computer dis-
play 124 in a selected quadrant 126 is a graphic indicator
144 thatindicates the relative angles between the planes.
[0013] The 2D display processor 116 may process a
set of data slices having a common orientation from the
image buffer 114 to produce a 2D image or view of the
scanned object shown in the quadrant 126 of the com-
puter display 124. The sequence of image frames played
in the quadrant 126 may form a cine loop. Likewise, the
display processor 118 may process a set of data slices
from the image buffer 114 having a common orientation
to produce a second different 2D view of the scanned
object shown in a quadrant 130. The display processor
120 may process a set of data slices having a common
orientation from the image buffer 114 to produce a third
different 2D view of the scanned object shown in a quad-
rant 128.

[0014] For example, the data slices processed by the
display processor 116 may produce an apical 2-chamber
view of the heart to be shown in the quadrant 126. The
data slices processed by the display processor 118 may
produce an apical 4-chamber view of the heart to be
shown in the quadrant 130. The display processor 120
may process data slices to form an apical long-axis view
of the heart to be shown in the quadrant 128. All three
views of the human heart may be shown simultaneously
in real time in the three quadrants 126, 128, and 130 of
the computer display 124.

[0015] A 2D display processor, for example the proc-
essor 116, may perform filtering of the data slice infor-
mation received from the image buffer 114, as well as
processing of the data slice to produce a processed im-
age frame. Some forms of processed image frames may
be B-mode data (e.g. echo signal intensity or amplitude)
or Doppler data. Examples of Doppler data include color
Doppler velocity data (CDV), color Doppler energy data
(CDE), or Doppler Tissue data (DTI)). The display proc-
essor 116 may then perform scan conversion to map
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data from a polar to Cartesian coordinate system for dis-
play on a computer display 124.

[0016] A 3D display processor 122 is provided to proc-
ess the outputs from the other 2D display processors
116, 118, and 120. The processor 122 may combine
frames from the 3 views produced from 2D display proc-
essors 116, 118, and 120 to form a tri-plane view also
referred to as a navigation image in a quadrant 132 of
the computer display 124. The tri-plane view may show
a 3D image, e.g. a 3D image of the human heart, aligned
with respect to three intersecting planes 138, 140, and
142 of the tri-plane. The three planes 138, 140, and 142
intersect at a common axis of rotation (not shown in Fig-
ure 1) extending from the surface of the probe through
the object.

[0017] A user interface 134 is provided which allows
the user to input scan parameters 136. Examples of scan
parameters include biplane, tri-plane, depth, scan angle,
number of scan lines, rotation angle, and tilt angle with
respect to the transducer surface. The scan parameters
136 allow the user to designate the number of scan
planes desired. The scan parameters may allow for ad-
justing the depth and width of a scan of the object for
each of the planes 138, 140, and 142 of the tri-plane.
When performing simultaneous acquisition of data slices
from the three scan planes 138, 140, and 142, the beam-
former 110 in conjunction with the transmitter 102 con-
trols the array transducer 106 to produce ultrasound
beams that are focused along scan lines located within
the three planes 138, 140, and 142 that extend through
the object. Scan sequencing (beam order) successively
collects scan information. Successive could be planew-
ise whereby all scan information is collected for a first
plane, then for a next plane, and so forth. In an alternative
embodiment, successive could be vectorwise whereby
scaninformationis collected in the order of vector 1 plane
1, vector 2 plane 2, vector 3 plane 3, vector 2 plane 1,
etc). In another embodiment, multi-line acquisition (MLA)
may be used to collect scan information for a first plane,
then a next plane, and so forth. In yet another embodi-
ment, MLA may be done for plane 1, then for plane 2,
then for plane 3, then repeating for plane 1, plane2, plane
3, until all data for all planes is collected. The embodi-
ments of this invention should not be limited by the nu-
merous possibilities for successive collection of scan da-
ta for all planes of a scanning pattern, e.g. biplane or tri-
plane. The reflected ultrasound echoes are gathered to
produce data slices that are stored in the image buffer
114. As the image buffer 114 is being filled by the RF
processor 112, the image buffer 114 is being emptied by
the 2D display processors 116, 118, and 120. The 2D
display processors 116, 118, and 120 form the image
frame data for viewing. The display of the three views in
quadrants 126, 130, and 128, as well as an optional dis-
playing of the combination of the three views in quadrant
132, is in real time. Real time display makes use of the
data slices as soon as the data is available for display.
[0018] Figure 2 is a flowchart 200 of an exemplary
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method for acquiring, processing, and displaying in real
time ultrasound data from multiple scan planes. Herein,
an example embodiment of three planes (tri-plane) is
used, but the present invention is not to be limiting in any
way as to the number of scan planes along which data
slices may be acquired. At 202, ultrasound data from an
objectis acquired successively from atleast three distinct
scan planes. The three scan planes may have a corre-
sponding orientation to each other of 0 degrees, 60 de-
grees, and 120 degrees, and may intersect with each
other along a common rotational axis that extends from
the ultrasound probe surface through the object. The axis
may be adjusted by the user changing scan parameters
such that end points of the axis are repositioned. Adjust-
ing the orientation of the rotational axis automatically ad-
justs the orientation of the three planes along the rota-
tional axis. Also, through adjustment of scan parameters,
one or more planes may be tilted with respect to the oth-
ers. Data slices may simultaneously be acquired along
the three distinctscan planesinless than 50 milliseconds.
[0019] The ultrasound information from the three
planes may be ata predetermined time in a cycle of object
motion. For example, the three planes may provide data
slices for simultaneous views of the human heart at the
end of the diastole phase of a heart cycle. The planes
may be chosen to show a 2-chamber apical view, a 4-
chamber apical view, and a apical long-axis view of the
heart at a predetermined moment during the heart cycle.
[0020] As ultrasound information is acquired, it is or-
ganized into data slices by the beamformer 110 and
stored at 204 into an image buffer 114 as 2D data slices.
Each 2D data slice is stored with a time stamp and frame
orientation or sequencing number relative to the other
data slices. In the example of a tri-plane scan, the plane
to which a 2D data slice is associated may be distin-
guished by a frame orientation angle, e.g. 0 degrees, 60
degrees, or 120 degrees, or by a sequence number of
1,2, or 3. Allthe data slices of one orientation or sequence
number are obtained from the same one of the three
planes and may be used to produce a cine loop ofimages
for real time display of the object from that plane or view.
Data slices are stored into the image buffer 114 in an
order of acquisition by orientation or sequence number.
For example, if by sequence number, tri-plane data slices
are stored in a repeating set of sequence numbers 1, 2,
3,1, 2,3, .... The image buffer 114 may be thought of as
aring in that once some predetermined number of cycles
of data slices have been stored, the image buffer 114
may store further data slices by starting at the beginning
of the buffer. In this way, the image buffer 114 wraps
around on itself as a ring. As data slices are stored into
the image buffer 114, the data slices are removed at a
rate whereby the data slices are overwritten. Each se-
quence number or frame orientation may have a set of
associated scan parameters. For example, data slices
of sequence number 1 may have a predetermined scan
width and depth while data slices of sequence number 2
may have a different predetermined scan width and
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depth. Data slices of sequence number 3 may have yet
another different predetermined scan width and depth.
[0021] At 206, data slices are retrieved from the image
buffer and processed by 2D image processors 116, 118,
and 120. Each 2D image processor 116 may be pro-
grammed/dedicated to processing the data slices of a
given orientation or sequence number. In the tri-plane
example, three 2D image processors 116, 118, and 120
may be provided. One processor processes data slices
with asequence number 1, another processes data slices
with a sequence number 2, and a third processes data
slices with a sequence number 3. When a data slice is
made available to a 2D image processor 116, the data
slice is only processed by the 2D image processor 116
when the sequence number or orientation matches that
of the 2D image processor 116.

[0022] Besides performing such functions as 2D spa-
tial and temporal filtering of frame data, and scan con-
version of the frames retrieved from the image buffer, a
2D image processor 116 may add color to the frame im-
age in preparation for display of the image by a computer
display. Color may be overlayed onto B-mode images by
the 2D image processor 116 whereby the color may in-
dicate, for example, the velocity of a tissue in a local area
of the image. Depending on the mode of ultrasound data
acquisition (e.g Color Doppler, Tissue Doppler, B-mode
acquisition), the processed scan data may include tissue
or blood velocity data from which velocity information
may be derived. Color indications of velocity may be add-
ed to the ultrasound images by the 2D image processors
116-120. In order to achieve a higher frame rate, a 2D
image processor 116 may not update the background
(B-mode data) of animage frame for every frame. Inorder
to achieve a higher frame rate of velocity data, scan se-
quencing may be such that only a partial B-mode frame
(for example, one half-frame) is scanned for each color
ortissue velocity frame. In one embodiment, a frame rate
may be attained for tri-pane imaging of 15 color frames
per second, or 25 black/white frames per second.
[0023] At 208, the image frames generated from the
2D image processors 116-120 are co-displayed. In ad-
dition to co-displaying the three images from a tri-plane
scan, a velocity trace from a user selected area of at least
one of the displayed images may be displayed. Through
the user interface 134, a user may position a mouse cur-
soronthe selected area of interest within one of the image
displays, such as within one of the quadrants 126-132,
and click the mouse to select and generate a velocity
trace of that portion of the image over time. The velocity
traces may be displayed on the computer display 124 as
well as the images to which the traces correspond.
[0024] Figure 3 is an exemplary screen display 300
illustrating three co-displayed ultrasound images 302,
304, and 306 formed from three corresponding views or
planes 308, 310, and 312. Additionally shown is a 3D
combined image 314 formed from the other 2D images
302, 304, and 306. The combined image 314 has a com-
mon rotational axis 316 along which the three planes
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308, 310, and 312 intersect. Shown highlighted is image
306 wherein the user may have last mouse clicked and
the corresponding plane 312 is highlighted in the com-
bined image 314 designating to the user which plane the
highlighted image 306 corresponds. If the user mouse
clicks on the image 304, the image 304 becomes high-
lighted and the corresponding plane 310in the compound
image 314 is highlighted. In this manner, screen display
300 exhibits to the user the plane orientation from which
scandata is taken to formthe currently highlighted image.
The three images 302, 304, and 306 show views of the
scan object at about the same point in time due to simul-
taneous acquisition of the scan data for the three images
302, 304, and 306, simultaneous having the meaning
defined herein. Because the images 302, 304, and 306
are displayed within one or two seconds of the data ac-
quisition time of the corresponding scan data, the user
is presented a real time image display while scanning is
proceeding. The three images 302, 304, 306 may be of
a patient’s heart at a specific point in time of the heart
beat or cycle. Alternatively, the three images 302, 304,
and 306 may be showing continuous motion of a patient’s
heart while the heart beats. In one embodiment, a plane,
e.g. plane 310, may be tilted (not shown in the figure)
with respect to the other planes, as well as changing the
angular rotation respective to the other planes, by the
user modifying selected scan parameters associated
with plane 310.

[0025] Figure 4 is an exemplary screen display 400
illustrating a velocity trace 412 of a selected region of
interest (ROI) 410 within one imaging plane 408 of a tri-
plane ultrasound scan. A user may use a mouse to click
on and select the ROI 410 within the imaged object of a
planar view 402, for example, the ROI 410 selected may
be in the basal septum area of the myocardium of a pa-
tient’s heart. A tri-plane view 404 shows the three planes
from which scan data is acquired and highlights and/or
color matches the outline of the plane 408 to a color bor-
der of the planar view 402 to inform the user which plane
of the tri-plane is displayed in the planar view 402. For
example, the color border of the planar view 402 may be
highlighted in yellow and the outline of the plane 408 in
the tri-plane view 404 may be highlighted in yellow. The
user may select when to start the velocity trace of the
ROI 410 by mouse clicking a freeze button in the user
interface (not shown in Figure 4) In the example screen
display 400, the user starts the velocity trace 412 at the
end of the diastole phase 414 of the heart cycle. The
velocity trace 412 shows velocity in cm/s (vertical axis)
plotted against time in seconds (horizontal axis). Not vis-
ible in the black and white picture of Figure 4, the velocity
trace 412 is shown in a yellow color, which matches the
color yellow used for the color border of the planar view
402 and the outline of the plane 408. The velocity trace
is extracted from tissue velocity image (TVI) frames that
are collected with a B-mode frame (1to 3 or 1to4) A2D
processor combines the B-mode and TVI frames through
filtering, scan converting and mixing. When mouse click-
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ing the freeze button, a cine loop of the TVl and B-mode
data is produced. Velocity is calculated from the TVI data
and displayed in as the velocity trace 412 of the velocity
display 406 of screen display 400.

[0026] Figure 5 is an exemplary screen display 500
illustrating an overlapping of a velocity trace 512 of an
ROI 510 with the velocity trace 412 of Figure 4. Similar
to the description related for Figure 4, a user may use a
mouse to click on and select the ROI 510 within the im-
aged object of a planar view 502, for example, the ROI
510 selected may be in the basal anterior area of the
myocardium of a patient’s heart. A tri-plane view 504
shows the three planes from which scan data is acquired
and highlights and/or color matches the outline of the
plane 508 to a color border of the planar view 502 to
inform the user which plane of the tri-plane is displayed
in the planar view 502. For example, the color border of
the planar view 502 may be highlighted in blue and the
outline of the plane 508 in the tri-plane view 504 may be
highlighted in blue. Besides selecting the ROI 510, the
user may also have selected the ROI 410 as described
for Figure 4. The user may select when to startthe velocity
trace by mouse clicking a freeze button in the user inter-
face (not shown in Figure 5) In the example screen dis-
play 500, the user starts the velocity traces 412 and 512
at the end of the diastole phase 414 of the heart cycle.
The velocity trace 512 (in blue) is overlayed onto the ve-
locity trace 412 (in yellow), both velocity traces showing
velocity in cm/s (vertical axis) plotted against time in sec-
onds (horizontal axis). Not visible in the black and white
picture of Figure 5, the velocity trace 512 is shown in a
blue color, which matches the color blue used for the
color border of the planar view 502 and the outline of the
plane 508. When mouse clicking the freeze button, two
cine loops of the TVI and B-mode data are produced,
from which the two velocity traces 412 and 512 are cal-
culated and displayed in the velocity display 506 of
screen display 500.

[0027] Before selecting the freeze button to generate
velocity traces, the user may select a plurality of ROIs
forwhich velocities may be calculated and displayed. The
user may optionally select one or more ROIs within a
plane of the tri-plane, and/or select ROIs within multiple
planes. When selecting the freeze button, velocity traces
for all selected ROls are generated and displayed, similar
to the description provided for Figure 4. Thus multiple
ROIs may be selected to generate velocity traces, all
being displayed within the same cycle of a heart beat.
Such capability may be used to provide quantitative in-
formation, e.g. velocity or strain rate, about local and glo-
bal function of the heart, e.g. timing and bulging.

[0028] Figure 6isadiagramillustrating animage buffer
600 for buffering ultrasound data slices. Data slices are
created from scan information and stored into the image
buffer 600 as image sets, e.g. image sets 602, 604, and
606. An image set 602 is a plurality of data slices, the
number of data slices in the image set 602 equal to the
number of scan planes being scanned. In the example
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of a tri-plane scan, three data slices, one for each scan
plane of the tri-plane, are included in the image set 602.
Likewise, three data slices are included in each of the
image sets 604 and 606. Although data slices are organ-
ized and ordered as image sets within the image buffer
600, individual data slices may be stored into and re-
trieved from the image buffer 600. As data slices are be-
ing generated and stored into the image buffer 600 by
an RF processor, such as the RF processor 112 of Figure
1, data slices are being retrieved/emptied from the op-
posite end of the image buffer 600 by 2D display proc-
essors, e.g. the display processors 116, 118, and 120 of
Figure 1. The image buffer 600 is also a ring buffer in
that when the index that locates the storage location for
a next data slice reaches the end of the image buffer 600,
the index is reset to the beginning of the image buffer
600. The rate of processing of data slices from the image
buffer 600 is equal to or greater than the rate at which
data slices are stored into the image buffer. By maintain-
ing this relation in the rates, the storage of data slices
into the image buffer 600 does not overwrite data slices
previously stored in the image buffer 600.

[0029] Exemplary embodiments of diagnostic ultra-
sound systems are described above in detail. The sys-
tems are not limited to the specific embodiments de-
scribed herein, but rather, components of each system
may be utilized independently and separately from other
components described herein. Each system component
can also be used in combination with other system com-
ponents.

Claims
1. An ultrasound system (100), comprising:

a probe (106) configured for successively ac-
quiring (202) steered ultrasound information
from an object along at least three distinct scan
planes (138, 140, 142) intersecting one another
along a common rotational axis extending from
the probe (106) through the object;

memory (114) configured for storing (204) data
slices corresponding to said at least three dis-
tinct scan planes (138, 140, 142) based on said
ultrasound information;

a processor (116, 118, 120, 122) configured for
accessing (206) said memory (114) to obtain
said data slices and generating ultrasound im-
ages (302, 304, 306) corresponding to said data
slices, characterised in that the processor
comprises at least three two-dimensional dis-
play processors (116, 118, 120) and a three-
dimensional display processor (122), wherein
each two-dimensional display processor is con-
figured for processing obtained data slices cor-
responding to the same distinct scan plane to
produce a corresponding two dimensional im-
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age (302, 304, 306) for said data slices of the
same distinct scan plane, wherein the three-di-
mensional display processor (122) is configured
for combining the at least three two-dimensional
images produced by the at least three two-di-
mensional display processors (116, 118, 120)
to form a tri-plane three-dimensional (3D) image
(308); and

a display (124) configured for co-displaying
(208) the at least three two-dimensional images
(302, 304, 306) and the tri-plane three-dimen-
sional (3D) image (308), whilst the probe (106)
is scanning.

The ultrasound system (100) of Claim 1, wherein
said probe (106) is configured for automatically
switching scanning between the distinct first, second
and third scan planes (138, 140, 142) upon comple-
tion of an acquisition along each of said distinct scan
planes (138, 140, 142) without physically moving
said probe (106) relative to the object.

The ultrasound system (100) of Claim 1, wherein
said memory (114) includes

a ring buffer (600) that is configured for storing a
series of said data slices, said series of data slices
including multiple sets (602, 604, 606) of data slices,
each set containing data slices acquired along sep-
arate and distinct ones of said distinct scan planes
(138, 140, 142); and

for storing (204) at least one of a time stamp and an
orientation stamp associated with each of said data
slices, said time stamp identifying a point in time at
which an associated data slice was obtained, said
orientation stamp identifying an associated scan
plane (138, 140, 142) along which said data slice
was obtained.

The ultrasound system (100) of Claim 1, wherein
said display (124) is configured for simultaneously
co-displaying (208) the at least three ultrasound im-
ages (302, 304, 306) in adjacent quadrants (126,
128, 130) of the display (124), said three ultrasound
images (302, 304, 306) corresponding to said atleast
three distinct scan planes (138, 140, 142).

The ultrasound system (100) of Claim 1, wherein
said processor (116, 118, 120, 122) is configured for
performing at least one of temporal and spatial filter-
ing upon said data slices.

The ultrasound system (100) of Claim 1, wherein
said scan planes (138, 140, 142) are oriented at pre-
defined angles with respect to one another.

The ultrasound system (100) of Claim 1, wherein
said probe (106) includes a two dimensional array
of transducer elements (104).
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Patentanspriiche

1.

Ultraschallsystem (100), das Folgendes umfasst:

eine Sonde (106), die daflr konfiguriert ist,
nacheinander gelenkte Ultraschall-Informatio-
nen von einem Objekt entlang mindestens drei-
er eigenstandiger Abtastebenen (138, 140,
142), die einander entlang einer gemeinsamen
Drehachse, die von der Sonde (106) durch das
Objekt hindurch verlduft, schneiden, zu erfas-
sen (202);

Speicher (114), der dafur konfiguriert ist, Daten-
Slices, die den mindestens drei eigenstandigen
Abtastebenen (138, 140, 142) entsprechen, auf
der Basis der Ultraschall-Informationen zu spei-
chern (204);

einen Prozessor (116, 118, 120, 122), der daflr
konfiguriertist, auf den Speicher (114) zuzugrei-
fen (206), um die Daten-Slices zu erhalten, und
Ultraschallbilder (302, 304, 306) zu erzeugen,
die den Daten-Slices entsprechen, dadurch ge-
kennzeichnet, dass der Prozessor mindestens
drei Zweidimensionsanzeigeprozessoren (116,
118, 120) und einen Dreidimensionsanzeige-
prozessor (122) umfasst, wobei jeder Zweidi-
mensionsanzeigeprozessor dafiir konfiguriert
ist, erhaltene Daten-Slices, die derselben eigen-
stdndigen Abtastebene entsprechen, zu verar-
beiten, um ein entsprechendes zweidimensio-
nales Bild (302, 304, 306) fur die Daten-Slices
derselben eigenstandigen Abtastebene zu er-
zeugen, wobei der Dreidimensionsanzeigepro-
zessor (122) dafir konfiguriert ist, die mindes-
tens drei zweidimensionalen Bilder, die durch
die mindestens drei Zweidimensionsanzeige-
prozessoren (116, 118, 120) erzeugt wurden,
zu kombinieren, um ein aus drei Ebenen beste-
hendes, dreidimensionales (3D) Bild (308) zu
bilden; und

eine Anzeige (124), die dafiir konfiguriert ist, die
mindestens drei zweidimensionalen Bilder (302,
304, 306) und das aus drei Ebenen bestehende,
dreidimensionale (3D) Bild (308) gleichzeitig an-
zuzeigen (208), wahrend die Sonde (106) ab-
tastet.

Ultraschallsystem (100) nach Anspruch 1, wobei die
Sonde (106) daflr konfiguriert ist, automatisch das
Abtasten zwischen den eigenstdndigen ersten,
zweiten und dritten Abtastebenen (138, 140, 142)
umzuschalten, nachdem eine Erfassung entlang je-
der der eigenstandigen Abtastebenen (138, 140,
142) vollendet wurde, ohne die Sonde (106) phy-
sisch relativ zu dem Objekt zu verschieben.

Ultraschallsystem (100) nach Anspruch 1, wobei der
Speicher (114) einen Ringpuffer (600) enthalt, der
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dafir konfiguriert ist, eine Reihe der Daten-Slices zu
speichern, wobei die Reihe von Daten-Slices meh-
rere Satze (602, 604, 606) von Daten-Slices enthalt,
wobei jeder Satz Daten-Slices enthalt, die entlang
separater und eigenstandiger der eigenstandigen
Abtastebenen (138, 140, 142) erfasst wurden; und
dafir konfiguriert ist, einen Zeitstempel und/oder ei-
nen Orientierungsstempel zu speichern (204), die
mit jedem der Daten-Slices verkn(ipft sind, wobei der
Zeitstempel einen Zeitpunkt identifiziert, an dem ei-
ne verknipfte Daten-Slice erhalten wurde, wobeider
Orientierungsstempel eine verkniipfte Abtastebene
(138, 140, 142) identifiziert, entlang der die Daten-
Slice erhalten wurde.

Ultraschallsystem (100) nach Anspruch 1, wobei die
Anzeige (124) daflr konfiguriert ist, die mindestens
drei Ultraschallbilder (302, 304, 306) in benachbar-
ten Quadranten (126, 128, 130) der Anzeige (124)
gleichzeitig anzuzeigen (208), wobei die drei Ultra-
schallbilder (302, 304, 306) den mindestens drei ei-
genstandigen Abtastebenen (138, 140, 142) ent-
sprechen.

Ultraschallsystem (100) nach Anspruch 1, wobei der
Prozessor (116, 118, 120, 122) dafiir konfiguriert ist,
ein zeitliches und/oder ein rdumlichen Filtern an den
Daten-Slices auszuflihren.

Ultraschallsystem (100) nach Anspruch 1, wobei die
Abtastebenen (138, 140, 142) in zuvor festgelegten
Winkeln mit Bezug aufeinander ausgerichtet sind.

Ultraschallsystem (100) nach Anspruch 1, wobei die
Sonde (106) eine zweidimensionale Gruppierung
von Messwandler-Elementen (104) enthalt.

Revendications

Systeme ultrasonore (100) comprenant :

une sonde (106) configurée pour acquérir suc-
cessivement (202) des informations ultrasono-
res dirigées provenant d’un objet le long d’au
moins trois plans de balayage distincts (138,
140, 142) se coupant'un l'autre le long d’un axe
de rotation commun s’étendant de la sonde
(106) a travers l'objet ;

une mémoire (114) configurée pour stocker
(204) des tranches de données correspondant
auxdits au moins trois plans de balayage dis-
tincts (138, 140, 142) sur la base desdites infor-
mations ultrasonores ;

un processeur (116, 118, 120, 122) configuré
pour accéder (206) a ladite mémoire (114) afin
d’obtenir lesdites tranches de données et géné-
rer des images ultrasonores (302, 304, 306) cor-
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respondant auxdites tranches de données, ca-
ractérisé en ce que le processeur comprend
au moins trois processeurs d’affichage bidimen-
sionnels (116, 118, 120) et un processeur d’af-
fichage tridimensionnel (122), dans lequel cha-
que processeur d’affichage bidimensionnel est
configuré pour traiter des tranches de données
obtenues correspondant au méme plan de ba-
layage distinct afin de produire une image bidi-
mensionnelle correspondante (302, 304, 306)
pour lesdites tranches de données du méme
plan de balayage distinct, dans lequel le proces-
seur d’affichage tridimensionnel (122) est con-
figuré pour combiner les au moins trois images
bidimensionnelles parles au moins trois proces-
seurs d’affichage bidimensionnels (116, 118,
120) pour former une image tridimensionnelle
en trois plans (3D) (308) ; et

un affichage (124) configuré pour afficher con-
jointement (208) les au moins trois images bidi-
mensionnelles (302, 304, 306) et I'image tridi-
mensionnelle en trois plans (3D) (308), tandis
que la sonde (106) effectue un balayage.

Systéme ultrasonore (100) selon la revendication 1,
dans lequel ladite sonde (106) est configurée pour
commuter automatiquement un balayage entre les
premier, deuxiéme et troisieme plans de balayage
distincts (138, 140, 142) a la fin d’'une acquisition le
long de chacun desdits plans de balayage distincts
(138, 140, 142) sans déplacer physiquement ladite
sonde (106) par rapport a I'objet.

Systéme ultrasonore (100) selon la revendication 1,
dans lequel ladite mémoire (114) comprend :

untampon annulaire (600) qui est configuré pour
stocker une série desdites tranches de don-
nées, ladite série de tranches de données com-
prenant des jeux multiples (602, 604, 606) de
tranches de données, chaque ensemble conte-
nant des tranches de données acquises le long
de plans séparés et distincts desdits plans de
balayage distincts (138, 140, 142) ; et

pour stocker (204) au moins I'un d’'un chrono-
timbre et un timbre d’orientation associé a cha-
cune desdites tranches de données, ledit chro-
notimbre identifiant un point dans le temps ou
une tranche de données associée a été obte-
nue, ledit timbre d’orientation identifiant un plan
de balayage associé (138, 140, 142) le long du-
quel ladite tranches de données a été obtenue.

Systéme ultrasonore (100) selon la revendication 1,
dans lequel ledit affichage (124) est configuré pour
afficher conjointement et simultanément (208) les au
moins trois images ultrasonores (302, 304, 306)
dans des quadrants adjacents (126), 128, 130) de
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I'affichage (124), lesdites trois images ultrasonores
(302, 304, 306) correspondant auxdits au moins trois
plans de balayage distincts (138, 140, 142).

Systeme ultrasonore (100) selon la revendication 1,
dans lequel ledit processeur (116, 118, 120, 122) est
configuré pour effectuer au moins I'un ou l'autre d’'un
filtrage temporel et d'un filtrage spatial sur lesdites
tranches de données.

Systeme ultrasonore (100) selon la revendication 1,
dans lequel lesdits plans de balayage (138, 140,
142) sont orientés selon des angles prédéfinis 'un
par rapport a l'autre.

Systeme ultrasonore (100) selon la revendication 1,
dans lequel ladite sonde (106) comprend un réseau
bidimensionnel d’éléments transducteurs (104).
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202~

Acquire ultrasound information from
an object along at least three distinct
scan planes

204\ L 4

Store the data slices corresponding to the
at least three distinct scan planes in
an image buffer with each data slice

havinc}; information to indicate the scan
plane from which the data slice is taken

206~ Y

Process the data slices from the image
buffer to generate ultrasound images or
frames that may be displayed on a
computer display screen

208~ !

Co-display the generated ultrasound
image frames on a computer display
screen

FIG. 2
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