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(57) ABSTRACT

Systems, computer-implemented methods and/or computer
program products that facilitate real-time response to
defined symptoms are provided. In one embodiment, a
computer-implemented method comprises: monitoring, by a
system operatively coupled to a processor, a state of an
entity; detecting, by the system, defined symptoms of the
entity by analyzing the state of the entity; and transmitting,
by the system, a signal that causes audio response or a haptic
response to be provided to the entity, wherein transmission
of the signal that causes the audio response or the haptic
response is based on detection of the defined symptoms.
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INTERNET OF THINGS (I0T) REAL-TIME
RESPONSE TO DEFINED SYMPTOMS

BACKGROUND

[0001] The subject disclosure relates to facilitating real-
time response to defined symptoms, more specifically, facili-
tating real-time response to defined symptoms by employing
Internet of Things (IoT).

SUMMARY

[0002] The following presents a summary to provide a
basic understanding of one or more embodiments of the
invention. This summary is not intended to identify key or
critical elements or delineate any scope of the particular
embodiments or any scope of the claims. Its sole purpose is
to present concepts in a simplified form as a prelude to the
more detailed description that is presented later. In one or
more embodiments described herein, systems, computer-
implemented methods, apparatus and/or computer program
products that facilitate real-time response to defined symp-
toms are provided.

[0003] According to one embodiment, a system is pro-
vided. The system can comprise a memory that stores
computer executable components. The system can also
comprise a processor, operably coupled to the memory, and
that can execute computer executable components stored in
the memory. The computer executable components can
comprise one or more sensors that monitor a state of an
entity. The computer executable components can further
comprise a machine learning component that detects defined
symptoms of the entity by analyzing the state of the entity.
The computer executable components can further comprise
a response component that transmits a signal that causes
audio response or a haptic response to be provided to the
entity, wherein transmission of the signal that causes the
audio response or the haptic response is based on detection
of the defined symptoms.

[0004] According to another embodiment, a computer-
implemented method is provided. The computer-imple-
mented method can comprise monitoring, by a system
operatively coupled to a processor, a state of an entity. The
computer-implemented method can further comprise detect-
ing, by the system, defined symptoms of the entity by
analyzing the state of the entity. The computer-implemented
method can further comprise transmitting, by the system, a
signal that causes audio response or a haptic response to be
provided to the entity, wherein transmission of the signal
that causes the audio response or the haptic response is based
on detection of the defined symptoms.

[0005] According to another embodiment, a computer
program product is provided. The computer program prod-
uct can comprise a computer readable storage medium
having program instructions embodied therewith. The pro-
gram instructions can be executable by a processor to cause
the processor to monitor a state of an entity. The program
instructions can further be executable by the processor to
cause the processor to detect defined symptoms of the entity
by analyzing the state of the entity. The program instructions
can further be executable by the processor to cause the
processor to transmit a signal that causes audio response or
a haptic response to be provided to the entity, wherein
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transmission of the signal that causes the audio response or
the haptic response is based on detection of the defined
symptoms.

DESCRIPTION OF THE DRAWINGS

[0006] FIG. 1 illustrates a block diagram of an example,
non-limiting system facilitating real-time response to
defined symptoms in accordance with one or more embodi-
ments described herein.

[0007] FIG. 2 illustrates a block diagram of an example,
non-limiting system facilitating real-time response to
defined symptoms including an audio component in accor-
dance with one or more embodiments described herein.
[0008] FIG. 3 illustrates a block diagram of an example,
non-limiting system facilitating real-time response to
defined symptoms including a haptic component in accor-
dance with one or more embodiments described herein.
[0009] FIG. 4 illustrates a block diagram of an example,
non-limiting system facilitating real-time response to
defined symptoms including a notification component in
accordance with one or more embodiments described herein.
[0010] FIGS. 5-6 illustrate flow diagrams of example,
non-limiting computer-implemented methods facilitating
real-time response to defined symptoms in accordance with
one or more embodiments described herein.

[0011] FIG. 7 illustrates a block diagram of an example,
non-limiting system facilitating real-time response to
defined symptoms in accordance with one or more embodi-
ments described herein.

[0012] FIG. 8 illustrates a block diagram of an example,
non-limiting operating environment in which one or more
embodiments described herein can be facilitated.

[0013] FIG. 9 illustrates a block diagram of an example,
non-limiting cloud computing environment in accordance
with one or more embodiments described herein.

[0014] FIG. 10 illustrates a block diagram of example,
non-limiting abstraction model layers in accordance with
one or more embodiments described herein,

DETAILED DESCRIPTION

[0015] The following detailed description is merely illus-
trative and is not intended to limit embodiments and/or
application or uses of embodiments. Furthermore, there is no
intention to be bound by any expressed or implied informa-
tion presented in the preceding Background or Summary
sections, or in the Detailed Description section.

[0016] One or more embodiments are now described with
reference to the drawings, wherein like referenced numerals
are used to refer to like elements throughout. In the follow-
ing description, for purposes of explanation, numerous spe-
cific details are set forth in order to provide a more thorough
understanding of the one or more embodiments. It is evident,
however, in various cases, that the one or more embodiments
can be practiced without these specific details.

[0017] One or more embodiments described herein can
employ Internet of Things (IoT) to facilitate real-time
response to defined symptoms. The embodiments described
herein can continually monitor a user (e.g., entity) to detect
if the user is exhibiting defined symptoms and quickly
attempt to respond in less than a minute. The defined
symptoms of a user can be based on changes from baseline
in, but not limited to, voice, heart rate, pulse, muscle tension,
body movement, body temperature, electrodermal activity,
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step counts, sleep pattern, geolocation, altitude, atmospheric
pressure, light intake, breathing rate, blood pressure, elec-
trical activity of a user’s heart, or blood oxygen level. For
example, the defined symptoms can be a change or increase
or decrease (e.g., out of range) in tone of voice, heart rate,
pulse, muscle tension, body movement, body temperature,
electrodermal activity, step counts, sleep pattern, geoloca-
tion, altitude, atmospheric pressure, light intake, breathing
rate, blood pressure, electrical activity of a user’s heart, or
blood oxygen level. Detection of defined symptoms exhib-
ited by a user can be performed through multiple IoT
sensors. Responses can be deployment of soothing actions
such as playing breathing exercise, playing relaxing music,
playing heartbeat noises, providing haptic shoulder and back
massages, etc. The [oT device can also detect if a user is
responding to the soothing actions for feedback. If the
defined symptoms increase as a function of time, the [oT
device can utilize another relaxation method (e.g., soothing
action). If attempts to reduce the defined symptoms fail after
a determined amount of time, the IoT device can send a
notification to alert another person (e.g., a caregiver, a
family member, a close friend, etc.) or emergency service for
help.

[0018] Existing loT devices such as smartwatches or fit-
ness bands can be utilized or sensors can be embedded in
cloths (e.g., smart clothing). Sensors in existing [oT devices
or embedded in cloths can detect voice of a user by employ-
ing a microphone, detect heart rate of a user by employing
a heart rate monitor, detect pulse of a user by employing a
pulse monitor, detect muscle tension of a user by employing
an electromyography (EMG), measure body movement of a
user by employing an accelerometer, measure body tem-
perature of a user by employing a thermometer, measure
electrodermal activity of a user by employing a galvanic
skin response (GSR), count steps of a user by employing a
pedometer, track sleep pattern of a user by employing a sleep
monitor, track geolocation of a user by employing a global
positioning system (GPS), monitor altitude of a user by
employing an altimeter, measure atmospheric pressure sut-
rounding a user by employing a barometer, measure light
intake by a user by employing a light sensor, measure
breathing rate of a user by employing a respiratory rate
monitor, measure blood pressure of a user by employing a
blood pressure monitor, monitor electrical activity of a
user’s heart by employing an electrocardiographic (ECG)
sensor, or monitor blood oxygen level of a user by employ-
ing a pulse oximeter.

[0019] For example, a wearable 10T device can be incor-
porated into a back brace to address a user’s fear of heights.
Height fearing users can wear a back brace (e.g., safety
equipment to prevent hyperextension of the back) incorpo-
rated with an IoT device. Sensors in the loT device can
monitor, but not limited to, a user’s voice, body movements
and body vitals to detect for defined symptoms. During a
vertical rise of an aerial lift, the IoT device can provide
gentle vibrating shoulder or back massage to reduce the
defined symptoms until the aerial lift unloads the user off the
aerial lift. The IoT device can continually monitor the user
to make sure the defined symptoms have reduced or sub-
sided.

[0020] In another example, a wearable IoT device can
address a user’s fear of confined spaces such as subways.
Sensors in the IoT device can monitor, but not limited to, a
user’s voice, body movements and body vitals to detect
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defined symptoms. The ToT device can play breathing exet-
cise recording and/or relaxing music into a user’s head-
phones. The IoT can continually monitor a user to make sure
the defined symptoms have reduced or subsided. If the user’s
defined symptoms is at a critical level (e.g., higher than a
determined threshold), the IoT device can call for help.
[0021] The subject disclosure is directed to computer
processing systems, computer-implemented methods, appa-
ratus and/or computer program products that facilitate effi-
ciently and automatically (e.g., without direct human
involvement) real-time response to defined symptoms.
Humans are also unable to perform the embodiments
described herein as they include, and are not limited to,
performing, e.g., complex Markov processes, Bayesian
analysis, or other artificial intelligence-based techniques
based on probabilistic analyses and evaluating electronic
information indicative of real-time response to defined
symptoms, and/or determining whether countless multitudes
of probability values assigned to real-time response to
defined symptoms exceed or fall below various defined
probability values.

[0022] The computer processing systems, computer-
implemented methods, apparatus and/or computer program
products employ hardware and/or software to solve prob-
lems that are highly technical in nature. For example,
problems are related to automated processing, determining
or inferring real-time defined symptoms exhibited by a user.
These problems are not abstract and cannot be performed as
a set of mental acts by a human. For example. a human, or
even thousands of humans, cannot efficiently, accurately and
effectively manually apply countless or thousands of user
data (e.g., audio data, accelerometer data, body vitals, etc.)
and perform analysis to provide real-time response to
defined symptoms to a user or to notify another person or
emergency service for help.

[0023] To aid in the numerous inferences described herein
(e.g., inferring defined symptoms exhibited by a user, infer-
ring response to defined symptoms, etc.), components
described herein can examine the entirety or a subset of data
to which it is granted access and can provide for reasoning
about or inferring states of a system, environment, etc., from
a set of observations as captured via events and/or data.
Inference can be employed to identify a specific context or
action, or can generate a probability distribution over states,
for example. The inference can be probabilistic—that is, the
computation of a probability distribution over states of
interest based on a consideration of data and events. Infer-
ence can also refer to techniques employed for composing
higher-level events from a set of events and/or data.
[0024] Such inference can result in construction of new
events or actions from a set of observed events and/or stored
event data, whether the events are correlated in close tem-
poral proximity, and whether the events and data come from
one or several event and data sources. Various classification
(explicitly and/or implicitly trained) schemes and/or systems
(e.g., support vector machines, neural networks, expert
systems, Bayesian belief networks, fuzzy logic, data fusion
engines, etc.) can be employed in connection with perform-
ing automatic and/or inferred action in connection with the
claimed subject matter.

[0025] A classifier can map an input attribute vector,
x=(x1, X2, x3, x4, xn), to a confidence that the input belongs
to a class, as by f(x)=confidence(class). Such classification
can employ a probabilistic and/or statistical-based analysis



US 2020/0066127 A1l

(e.g., factoring into the analysis utilities and costs) to prog-
nose or infer an action that a user desires to be automatically
performed. A support vector machine (SVM) is an example
of a classifier that can be employed. The SVM operates by
finding a hyper-surface in the space of possible inputs,
where the hyper-surface attempts to split the triggering
criteria from the non-triggering events. Intuitively, this
makes the classification correct for testing data that is near,
but not identical to training data. Other directed and undi-
rected model classification approaches include, e.g., naive
Bayes, Bayesian networks, decision trees, neural networks,
fuzzy logic models, and probabilistic classification models
providing different patterns of independence can be
employed. Classification as used herein also is inclusive of
statistical regression that is utilized to develop models of
priority.

[0026] FIG. 1 illustrates a block diagram of an example,
non-limiting system 100 facilitating real-time response to
defined symptoms in accordance with one or more embodi-
ments described herein. Aspects of systems (e.g., non-
limiting system 100 and the like), apparatuses or processes
explained in this disclosure can constitute machine-execut-
able components embodied within machines, e.g., embodied
in one or more computer readable mediums (or media)
associated with one or more machines. Such components,
when executed by the one or more machines, e.g., comput-
ers, computing devices, virtual machines, etc., can cause the
machines to perform the operations described.

[0027] Invarious embodiments, the system 100 can be any
type of component, machine, device, facility, apparatus,
and/or instrument that comprises a processor. In some
embodiments, the system 100 is capable of effective and/or
operative communication with a wired and/or wireless net-
work. Components, machines, apparatuses, devices, facili-
ties, and/or instrumentalities that can comprise the system
100 can include, but are not limited to, tablet computing
devices, handheld devices, server class computing machines
and/or databases, laptop computers, notebook computers,
desktop computers, cell phones, smart phones, consumer
appliances and/or instrumentation, industrial and/or com-
mercial devices, digital assistants, multimedia Internet
enabled phones, multimedia players, and the like.

[0028] As illustrated in FIG. 1, the system 100 can com-
prise a bus 102, processor 104, memory 106, one or more
sensors 108 (e.g., sensor 108 or sensors 108), machine
learning component 110 and/or response component 112.
The bus 102 that can provide for interconnection of various
components of the system 100. The processor 104 and
memory 106 can carry out computation and/or storage
operations of the system 100 as described herein. It is to be
appreciated that in some embodiments one or more system
components can communicate wirelessly with other com-
ponents, through a direct wired connection or integrated on
a chipset.

[0029] In various embodiments, the sensors 108 can con-
tinually monitor a state of a user to detect if the user is
exhibiting defined symptoms. The system 100 can employ
sensors 108 from existing devices (not shown) such as, but
not limited to, smartwatches, fitness bands or smart clothing.
The sensors 108 can also be embedded in cloth worn by a
user. Different types of sensors (e.g. sensors 108) can be
employed to monitor the audio of a room or area surround-
ing a user, detect a user’s body vitals or monitor acceler-
ometer data from movements exerted by a user. The sensors
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108 can be, but not limited to, a microphone, a heart rate
monitor, a pulse monitor, an electromyography (EMG)
sensor, an accelerometer, a thermometer, a galvanic skin
response (GSR) sensor, a pedometer, a sleep monitor, a
global positioning system (GPS), an altimeter, a barometer,
a light sensor, a respiratory rate monitor, a blood pressure
monitor, an electrocardiographic (ECG) sensor, or a pulse
oximeter. It is appreciated that additional sensors not men-
tioned can be utilized.

[0030] A microphone can be employed to detect voice of
a user for signs of grunting, screaming, heavy breathing, call
for help, etc. A heart rate monitor can be employed to detect
heart rate of a user. A pulse monitor can be employed to
detect pulse of a user. An electromyography (EMG) sensor
can be employed to detect muscle tension of a user. An
accelerometer (e.g., 3-axis accelerometer) can be employed
to measure body movement of a user such as abnormal or
erratic movements of the arms, legs, turning of the body, etc.
A thermometer can be employed to measure body tempera-
ture of a user such as increasing or decreasing of body
temperature. A galvanic skin response (GSR) sensor can be
employed to measure electrodermal activity (e.g., variation
in electrical characteristics of the skin) of a user. A pedom-
eter can be employed to count steps of a user. A sleep
monitor can be employed to track sleep pattern of a user. A
global positioning system (GPS) can be employed to track
geolocation of a user. An altimeter can be employed to
monitor altitude of a user. A barometer can be employed to
measure atmospheric pressure surrounding a user. A light
sensor can be employed to measure light intake by a user. A
respiratory rate monitor can be employed to measure breath-
ing rate of a user. A blood pressure monitor can be employed
to measure blood pressure of a user. An electrocardiographic
(ECG) sensor can be employed to monitor electrical activity
of a user’s heart. A pulse oximeter can be employed to
monitor blood oxygen level of a user.

[0031] The machine learning component 110 can employ
data (e.g., sensor data) detected from the sensors 108. The
machine learning component 110 can employ sensor data to
detect defined symptoms of a user. The machine learning
component 110 can detect defined symptoms by analyzing
the state of the user. Based on the detected defined symp-
toms, the machine learning component 110 can also identify
need for help. For example, the machine learning component
110 can utilize voice recognition to detect a call for help
from a user. The machine learning component 110 can learn
a user’s baseline state to detect for changes from the sensors
108. Analyses by the machine learning component 110 can
be performed within a device (not shown) worn by a user or
through cloud computing.

[0032] Based on detection of defined symptoms of a user,
responses can be deployed for real-time response to defined
symptoms. The responses can comprise, but not limited to,
breathing exercise, sound of relaxing music, heartbeat
sounds, haptic shoulder or back massage, etc. More specifi-
cally, the response component 112 can transmit a signal that
can cause audio response or a haptic response to be provided
to a user. The transmission of the signal that can cause the
audio response or the haptic response can be based on
detection of the defined symptoms. For example, upon
detection of the defined symptoms by the machine learning
component 110, the response component 112 can transmit a
signal that can cause the audio response or the haptic
response. Audio responses can comprise, but not limited to,
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breathing exercise, sound of relaxing music, heartbeat
sounds, etc. Haptic responses can comprise, but not limited
to, haptic shoulder massages, haptic back massages, etc.
[0033] The response component 112 can generate the
audio response or the haptic response at a time period less
than 1 minute from time of detection of the defined symp-
toms. The response component 112 can change the audio
response or the haptic response based on determination that
the defined symptoms have increased over time. For
example, in some embodiments, the machine learning com-
ponent 110 can continually analyze sensor data monitored
by the sensors 108 to determine whether the defined symp-
toms have increased or improvements were made. The
response component 112 can employ this feedback from the
machine learning component 110 to determine which audio
response or haptic response should be deployed and transmit
a signal that can cause that response. It is appreciated that the
response component 112 can transmit more than one signal
to cause more than one response to be deployed at a given
moment. In a non-limiting example, the response component
112 can transmit a signal to cause relaxing music to be
played and haptic back massages to be provided at the same
time.

[0034] FIG. 2 illustrates a block diagram of an example,
non-limiting system 100 facilitating real-time response to
defined symptoms including an audio component 202 in
accordance with one or more embodiments described herein.
Repetitive description of like elements employed in other
embodiments described herein is omitted for sake of brevity.
The audio component 202 can output audio responses. The
audio responses can be, but not limited to, breathing exer-
cise, sound of relaxing music, heartbeat sounds or other
soothing sounds. The audio component 202 can output audio
responses upon receiving signals from the response compo-
nent 112 to output audio responses. It is appreciated that the
response component 112 can transmit one or more signals to
the audio component 202 to output one or more audio
responses at a given moment. For example, the response
component 112 can transmit signals to the audio component
202 to play breathing exercises while playing relaxing music
softly in the background.

[0035] The type of audio response (e.g., different types of
breathing exercises, different types of relaxing music, dif-
ferent types of heartbeat sounds. different types of soothing
sounds, etc.) the audio component 202 deploys can be based
on feedback analyzed by the machine learning component
110. For example, the machine learning component 110 can
continually analyze sensor data from the sensors 108 to
determine the defined symptoms of a user. Based on analy-
ses by the machine learning component 110 whether a user’s
defined symptoms have improved (e.g., decreased) or
increased, the response component 112 can change the type
of audio response by transmitting one or more signals to the
audio component 202 to deploy one or more different types
of audio responses.

[0036] FIG. 3 illustrates a block diagram of an example,
non-limiting system 100 facilitating real-time calming of
stress or panic including a haptic component 302 in accor-
dance with one or more embodiments described herein.
Repetitive description of like elements employed in other
embodiments described herein is omitted for sake of brevity.
The haptic component 302 can provide haptic responses
(e.g., massages). The haptic responses can be, but not
limited to, shoulder massages or back massages. The haptic
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component 302 can output haptic responses upon receiving
signals from the response component 112 to output haptic
responses. It is appreciated that the response component 112
can transmit one or more signals to the haptic component
302 to output one or more haptic responses at a given
moment. For example, the response component 112 can
transmit signals to the haptic component 302 to provide
shoulder massages and back massage at the same time.
[0037] The type of haptic response (e.g., shoulder mas-
sages, back massages, etc.) the haptic component 302
deploys can be based on feedback analyzed by the machine
learning component 110. For example, the machine learning
component 110 can continually analyze sensor data from the
sensors 108 to determine the defined symptoms of the user.
Based on analyses by the machine learning component 110
whether a user’s defined symptoms have improved (e.g.,
decreased) or increased, the response component 112 can
change the type of haptic response by transmitting one or
more signals to the haptic component 302 to deploy one or
more different types of haptic responses.

[0038] FIG. 4 illustrates a block diagram of an example,
non-limiting system 100 facilitating real-time response to
defined symptoms including a notification component 402 in
accordance with one or more embodiments described herein.
Repetitive description of like elements employed in other
embodiments described herein is omitted for sake of brevity.
The notification component 402 can notify another person
(e.g., a caregiver, a family member, a close friend, etc.) or
emergency service if there is no detected improvement of the
defined symptoms within a defined amount of time after
detection of the defined symptoms. For example, the sensors
108 can continually monitor the audio of a room or area
surrounding a user, detect a user’s body vitals or monitor
accelerometer data from movements exerted by a user.
Based on these sensor data from the sensors 108, the
machine learning component 110 can analyze and determine
whether a user’s defined symptoms have improved (e.g.,
decreased). If a determined amount of time has lapsed
without signs of improvement, the notification component
402 can send an alert to designated persons to obtain help or
notify emergency service for medical assistance. The noti-
fication component 402 can also send out alerts for help if
auser’s defined symptoms analyzed by the machine learning
component 110 is higher than a determined threshold.
[0039] The notification component 402 can also notify
designated persons (e.g.. a caregiver, a family member, a
close friend, etc.) or emergency service upon detection of a
call for help from a user. Certain words can trigger the
notification component 402 to alert help. For example, if the
sensors 108 (e.g., a microphone) records a user screaming
the word help, the machine learning component 110 can
employ voice recognition to detect a call for help by the user,
and the notification component 402 can alert help based on
detection of a call for help by the user.

[0040] FIG. 5 illustrates a flow diagram of an example,
non-limiting computer-implemented method 500 facilitating
response to defined symptoms in accordance with one or
more embodiments described herein. Repetitive description
of like elements employed in other embodiments described
herein is omitted for sake of brevity. At 502, the computer-
implemented method 500 can comprise monitoring (e.g., via
the one or more sensors), by the system 100 operatively
coupled to the processor 104, a state of an entity. At 504, the
computer-implemented method 500 can comprise detecting
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(e.g., via the machine learning component 110), by the
system 100, defined symptoms of the entity by analyzing the
state of the entity. At 506, the computer-implemented
method 500 can comprise transmitting (e.g., via the response
component 112), by the system 100, a signal that causes
audio response or a haptic response to be provided to the
entity, wherein transmission of the signal that causes the
audio response or the haptic response is based on detection
of the defined symptoms.

[0041] FIG. 6 illustrates a flow diagram of an example,
non-limiting computer-implemented method 600 facilitating
real-time response to defined symptoms in accordance with
one or more embodiments described herein. Repetitive
description of like elements employed in other embodiments
described herein is omitted for sake of brevity. At 602, the
computer-implemented method 600 can comprise transmit-
ting (e.g., via the response component 112), by the system
100 operatively coupled to the processor 104, a signal that
causes audio response or a haptic response to be provided to
the entity, wherein transmission of the signal that causes the
audio response or the haptic response is based on detection
of the defined symptoms. At 604, the computer-implemented
method 600 can comprise determining (e.g., via the response
component 112), by the system 100, whether the defined
symptoms have increased over time. If no, the process can
continue at 602. If yes, the process can proceed to 606. At
606, the computer-implemented method 600 can comprise
changing (e.g., via the response component 112), by the
system 100, the audio response or the haptic response based
on a determination that the defined symptoms have
increased over time. At 608, the computer-implemented
method 600 can comprise determining (e.g., via the notifi-
cation component 402), by the system 100, whether there are
improvements of the defined symptoms. If yes, the process
can continue at 602. If no, the process can proceed to 610.
At 610, the computer-implemented method 600 can com-
prise notifying (e.g., via the notification component 402), by
the system 100, a caregiver or emergency service if there is
no detected improvement of the defined symptoms within a
defined amount of time after the detection of the defined
symptoms.

[0042] FIG. 7 illustrates a block diagram of an example,
non-limiting system 700 facilitating real-time response to
defined symptoms in accordance with one or more embodi-
ments described herein. Repetitive description of like ele-
ments employed in other embodiments described herein is
omitted for sake of brevity. The system 700 can comprise
IoT device 702. The IoT device 702 can comprise a micro-
phone 710, an accelerometer 712 and vital sensors 714. The
microphone 710 can monitor audio of room 704. The
accelerometer 712 can detect accelerometer data 706. The
vital sensors 714 can monitor body vitals 708. The device
702 can employ machine learning 716 (e.g., analytics, voice
recognition, machine learning, etc.) to analyze audio of
room 704, accelerometer data 706 and body vitals 708 for
detection of the defined symptoms. The audio of room 704
can include words or vocalization by a user indicating signs
of the defined symptoms or a call for help. The accelerom-
eter data 706 can include body movements such as jerky
movements. Body vitals 708 can include, but not limited to,
body temperature, blood pressure, pulse or heart rate, and
breathing rate or respiratory rate. If the defined symptoms
are detected, the device 702 can cause a number of responses
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such as a call for help 720 or soothing responses including
haptic massage 718, play relaxing music 722 or play breath-
ing exercise 724.

[0043] Inorder to provide a context for the various aspects
of the disclosed subject matter, FIG. 8 as well as the
following discussion are intended to provide a general
description of a suitable environment in which the various
aspects of the disclosed subject matter can be implemented.
FIG. 8 illustrates a block diagram of an example, non-
limiting operating environment in which one or more
embodiments described herein can be facilitated. Repetitive
description of like elements employed in other embodiments
described herein is omitted for sake of brevity.

[0044] With reference to FIG. 8, a suitable operating
environment 800 for implementing various aspects of this
disclosure can also include a computer 812. The computer
812 can also include a processing unit 814, a system
memory 816, and a system bus 818. The system bus 818
couples system components including, but not limited to, the
system memory 816 to the processing unit 814. The pro-
cessing unit 814 can be any of various available processors.
Dual microprocessors and other multiprocessor architec-
tures also can be employed as the processing unit 814. The
system bus 818 can be any of several types of bus structure
(s) including the memory bus or memory controller, a
peripheral bus or external bus, and/or a local bus using any
variety of available bus architectures including, but not
limited to, Industrial Standard Architecture (ISA), Micro-
Channel Architecture (MSA), Extended ISA (EISA), Intel-
ligent Drive Electronics (IDE), VESA Local Bus (VLB),
Peripheral Component Interconnect (PCI), Card Bus, Uni-
versal Serial Bus (USB), Advanced Graphics Port (AGP),
Firewire (IEEE 1394), and Small Computer Systems Inter-
face (SCSI).

[0045] The system memory 816 can also include volatile
memory 820 and nonvolatile memory 822. The basic input/
output system (BIOS), containing the basic routines to
transfer information between elements within the computer
812, such as during start-up, is stored in nonvolatile memory
822. Computer 812 can also include removable/non-remov-
able, volatile/non-volatile computer storage media. FIG. 8
illustrates, for example, a disk storage 824. Disk storage 824
can also include, but is not limited to, devices like a
magnetic disk drive, floppy disk drive, tape drive, Jaz drive,
Zip drive, LS-100 drive, flash memory card, or memory
stick. The disk storage 824 also can include storage media
separately or in combination with other storage media. To
facilitate connection of the disk storage 824 to the system
bus 818, a removable or non-removable interface is typically
used, such as interface 826. FIG. 8 also depicts software that
acts as an intermediary between users and the basic com-
puter resources described in the suitable operating environ-
ment 800. Such software can also include, for example, an
operating system 828. Operating system 828, which can be
stored on disk storage 824, acts to control and allocate
resources of the computer 812.

[0046] System applications 830 take advantage of the
management of resources by operating system 828 through
program modules 832 and program data 834, e.g., stored
either in system memory 816 or on disk storage 824. It is to
be appreciated that this disclosure can be implemented with
various operating systems or combinations of operating
systems. A user enters commands or information into the
computer 812 through input device(s) 836. Input devices
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836 include, but are not limited to, a pointing device such as
amouse, trackball, stylus, touch pad, keyboard, microphone,
joystick, game pad, satellite dish, scanner, TV tuner card,
digital camera, digital video camera, web camera, and the
like. These and other input devices connect to the processing
unit 814 through the system bus 818 via interface port(s)
838. Interface port(s) 838 include, for example, a serial port,
aparallel port, a game port, and a universal serial bus (USB).
Output device(s) 840 use some of the same type of ports as
input device(s) 836. Thus, for example, a USB port can be
used to provide input to computer 812, and to output
information from computer 812 to an output device 840.
Output adapter 842 is provided to illustrate that there are
some output devices 840 like monitors, speakers, and print-
ers, among other output devices 840, which require special
adapters. The output adapters 842 include, by way of illus-
tration and not limitation, video and sound cards that provide
a means of connection between the output device 840 and
the system bus 818. It should be noted that other devices
and/or systems of devices provide both input and output
capabilities such as remote computer(s) 844.

[0047] Computer 812 can operate in a networked envi-
ronment using logical connections to one or more remote
computers, such as remote computer(s) 844. The remote
computer(s) 844 can be a computer, a server, a router, a
network PC, a workstation, a microprocessor based appli-
ance, a peer device or other common network node and the
like, and typically can also include many or all of the
elements described relative to computer 812. For purposes
of brevity, only a memory storage device 846 is illustrated
with remote computer(s) 844. Remote computer(s) 844 is
logically connected to computer 812 through a network
interface 848 and then physically connected via communi-
cation connection 850. Network interface 848 encompasses
wire and/or wireless communication networks such as local-
area networks (LAN), wide-area networks (WAN), cellular
networks, etc. LAN technologies include Fiber Distributed
Data Interface (FDDI), Copper Distributed Data Interface
(CDDI), Ethernet, Token Ring and the like. WAN technolo-
gies include, but are not limited to, point-to-point links,
circuit switching networks like Integrated Services Digital
Networks (ISDN) and variations thereon, packet switching
networks, and Digital Subseriber Lines (DSL). Communi-
cation connection(s) 850 refers to the hardware/software
employed to connect the network interface 848 to the system
bus 818. While communication connection 850 is shown for
illustrative clarity inside computer 812, it can also be
external to computer 812. The hardware/software for con-
nection to the network interface 848 can also include, for
exemplary purposes only, internal and external technologies
such as, modems including regular telephone grade
modems, cable modems and DSL modems, ISDN adapters,
and Ethernet cards.

[0048] It is to be understood that although this disclosure
includes a detailed description on cloud computing, imple-
mentation of the teachings recited herein are not limited to
a cloud computing environment. Rather, embodiments of the
present invention are capable of being implemented in
conjunction with any other type of computing environment
now known or later developed.

[0049] Cloud computing is a model of service delivery for
enabling convenient, on-demand network access to a shared
pool of configurable computing resources (e.g., networks,
network bandwidth, servers, processing, memory, storage,
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applications, virtual machines, and services) that can be
rapidly provisioned and released with minimal management
effort or interaction with a provider of the service. This cloud
model] may include at least five characteristics, at least three
service models, and at least four deployment models.
[0050]
[0051] On-demand self-service: a cloud consumer can
unilaterally provision computing capabilities, such as server
time and network storage, as needed automatically without
requiring human interaction with the service’s provider.
[0052] Broad network access: capabilities are available
over a network and accessed through standard mechanisms
that promote use by heterogeneous thin or thick client
platforms (e.g., mobile phones, laptops, and PDAs).
[0053] Resource pooling: the provider’s computing
resources are pooled to serve multiple consumers using a
multi-tenant model, with different physical and virtual
resources dynamically assigned and reassigned according to
demand. There is a sense of location independence in that
the consumer generally has no control or knowledge over
the exact location of the provided resources but may be able
to specify location at a higher level of abstraction (e.g.,
country, state, or datacenter).

[0054] Rapid elasticity: capabilities can be rapidly and
elastically provisioned, in some cases automatically, to
quickly scale out and rapidly released to quickly scale in. To
the consumer, the capabilities available for provisioning
often appear to be unlimited and can be purchased in any
quantity at any time.

[0055] Measured service: cloud systems automatically
control and optimize resource use by leveraging a metering
capability at some level of abstraction appropriate to the
type of service (e.g., storage, processing, bandwidth, and
active user accounts). Resource usage can be monitored,
controlled, and reported, providing transparency for both the
provider and consumer of the utilized service.

[0056] Service Models are as follows:

[0057] Sofiware as a Service (SaaS): the capability pro-
vided to the consumer is to use the provider’s applications
running on a cloud infrastructure. The applications are
accessible from various client devices through a thin client
interface such as a web browser (e.g., web-based e-mail).
The consumer does not manage or control the underlying
cloud infrastructure including network, servers, operating
systems, storage, or even individual application capabilities,
with the possible exception of limited user-specific applica-
tion configuration settings.

[0058] Platform as a Service (PaaS): the capability pro-
vided to the consumer is to deploy onto the cloud infra-
structure consumer-created or acquired applications created
using programming languages and tools supported by the
provider. The consumer does not manage or control the
underlying cloud infrastructure including networks, servers,
operating systems, or storage, but has control over the
deployed applications and possibly application hosting envi-
ronment configurations.

[0059] Infrastructure as a Service (IaaS): the capability
provided to the consumer is to provision processing, storage,
networks, and other fundamental computing resources
where the consumer is able to deploy and run arbitrary
software, which can include operating systems and applica-
tions. The consumer does not manage or control the under-
lying cloud infrastructure but has control over operating

Characteristics are as follows:
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systems, storage, deployed applications, and possibly lim-
ited control of select networking components (e.g., host
firewalls).

[0060] Deployment Models are as follows:

[0061] Private cloud: the cloud infrastructure is operated
solely for an organization. It may be managed by the
organization or a third party and may exist on-premises or
off-premises.

[0062] Community cloud: the cloud infrastructure is
shared by several organizations and supports a specific
community that has shared concerns (e.g., mission, security
requirements, policy, and compliance considerations). It
may be managed by the organizations or a third party and
may exist on-premises or off-premises.

[0063] Public cloud: the cloud infrastructure is made
available to the general public or a large industry group and
is owned by an organization selling cloud services.

[0064] Hybrid cloud: the cloud infrastructure is a compo-
sition of two or more clouds (private, community, or public)
that remain unique entities but are bound together by stan-
dardized or proprietary technology that enables data and
application portability (e.g., cloud bursting for load-balanc-
ing between clouds).

[0065] A cloud computing environment is service oriented
with a focus on statelessness, low coupling, modularity, and
semantic interoperability. At the heart of cloud computing is
an infrastructure that includes a network of interconnected
nodes.

[0066] Referring now to FIG. 9, an illustrative cloud
computing environment 950 is depicted. As shown, cloud
computing environment 950 includes one or more cloud
computing nodes 910 with which local computing devices
used by cloud consumers, such as, for example, personal
digital assistant (PDA) or cellular telephone 954A, desktop
computer 954B, laptop computer 954C, and/or automobile
computer system 954N may communicate. Nodes 910 may
communicate with one another. They may be grouped (not
shown) physically or virtually, in one or more networks,
such as Private, Community, Public, or Hybrid clouds as
described hereinabove, or a combination thereof. This
allows cloud computing environment 950 to offer infrastruc-
ture, platforms and/or software as services for which a cloud
consumer does not need to maintain resources on a local
computing device. It is understood that the types of com-
puting devices 954A-N shown in FIG. 9 are intended to be
illustrative only and that computing nodes 910 and cloud
computing environment 950 can communicate with any type
of computerized device over any type of network and/or
network addressable connection (e.g., using a web browser).
[0067] Referring now to FIG. 10, a set of functional
abstraction layers provided by cloud computing environ-
ment 950 (FIG. 9) is shown. It should be understood in
advance that the components, layers, and functions shown in
FIG. 10 are intended to be illustrative only and embodiments
of the invention are not limited thereto. As depicted, the
following layers and corresponding functions are provided:
[0068] Hardware and software layer 1060 includes hard-
ware and software components. Examples of hardware com-
ponents include: mainframes 1061; RISC (Reduced Instruc-
tion Set Computer) architecture based servers 1062; servers
1063; blade servers 1064; storage devices 1065; and net-
works and networking components 1066. In some embodi-
ments, software components include network application
server software 1067 and database software 1068.

Feb. 27,2020

[0069] Virtualization layer 1070 provides an abstraction
layer from which the following examples of virtual entities
may be provided: virtual servers 1071; virtual storage 1072,
virtual networks 1073, including virtual private networks;
virtual applications and operating systems 1074; and virtual
clients 1075.

[0070] In one example, management layer 1080 may
provide the functions described below. Resource provision-
ing 1081 provides dynamic procurement of computing
resources and other resources that are utilized to perform
tasks within the cloud computing environment. Metering
and Pricing 1082 provide cost tracking as resources are
utilized within the cloud computing environment, and bill-
ing or invoicing for consumption of these resources. In one
example, these resources may include application software
licenses. Security provides identity verification for cloud
consumers and tasks, as well as protection for data and other
resources. User portal 1083 provides access to the cloud
computing environment for consumers and system admin-
istrators. Service level management 1084 provides cloud
computing resource allocation and management such that
required service levels are met. Service Level Agreement
(SLA) planning and fulfillment 1085 provide pre-arrange-
ment for, and procurement of, cloud computing resources for
which a future requirement is anticipated in accordance with
an SLA.

[0071] Workloads layer 1090 provides examples of func-
tionality for which the cloud computing environment may be
utilized. Non-limiting examples of workloads and functions
which may be provided from this layer include: mapping
and navigation 1091; software development and lifecycle
management 1092; virtual classroom education delivery
1093, data analytics processing 1094; transaction processing
1095; and mobile desktop 1096.

[0072] The present invention may be a system, a method,
an apparatus and/or a computer program product at any
possible technical detail level of integration. The computer
program product can include a computer readable storage
medium (or media) having computer readable program
instructions thereon for causing a processor to carry out
aspects of the present invention. The computer readable
storage medium can be a tangible device that can retain and
store instructions for use by an instruction execution device.
The computer readable storage medium can be, for example,
but is not limited to, an electronic storage device, a magnetic
storage device, an optical storage device, an electromagnetic
storage device, a semiconductor storage device, or any
suitable combination of the foregoing. A non-exhaustive list
of more specific examples of the computer readable storage
medium can also include the following: a portable computer
diskette, a hard disk, a random access memory (RAM), a
read-only memory (ROM), an erasable programmable read-
only memory (EPROM or Flash memory), a static random
access memory (SRAM), a portable compact disc read-only
memory (CD-ROM), a digital versatile disk (DVD), a
memory stick, a floppy disk, a mechanically encoded device
such as punch-cards or raised structures in a groove having
instructions recorded thereon, and any suitable combination
of the foregoing. A computer readable storage medium, as
used herein, is not to be construed as being transitory signals
per se, such as radio waves or other freely propagating
electromagnetic waves, electromagnetic waves propagating
through a waveguide or other transmission media (e.g., light
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pulses passing through a fiber-optic cable), or electrical
signals transmitted through a wire.

[0073] Computer readable program instructions described
herein can be downloaded to respective computing/process-
ing devices from a computer readable storage medium or to
an external computer or external storage device via a net-
work, for example, the Internet, a local area network, a wide
area network and/or a wireless network. The network can
comprise copper transmission cables, optical transmission
fibers, wireless transmission, routers, firewalls, switches,
gateway computers and/or edge servers. A network adapter
card or network interface in each computing/processing
device receives computer readable program instructions
from the network and forwards the computer readable
program instructions for storage in a computer readable
storage medium within the respective computing/processing
device. Computer readable program instructions for carrying
out operations of the present invention can be assembler
instructions, instruction-set-architecture (ISA) instructions,
machine instructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, con-
figuration data for integrated circuitry, or either source code
or object code written in any combination of one or more
programming languages, including an object oriented pro-
gramming language such as Smalltalk, C++, or the like, and
procedural programming languages, such as the “C” pro-
gramming language or similar programming languages. The
computer readable program instructions can execute entirely
on the user’s computer, partly on the user’s computer, as a
stand-alone software package, partly on the user’s computer
and partly on a remote computer or entirely on the remote
computer or server. In the latter scenario, the remote com-
puter can be connected to the user’s computer through any
type of network, including a local area network (LAN) or a
wide area network (WAN), or the connection can be made
to an external computer (for example, through the Internet
using an Internet Service Provider). In some embodiments,
electronic circuitry including, for example, programmable
logic circuitry, field-programmable gate arrays (FPGA), or
programmable logic arrays (PLA) can execute the computer
readable program instructions by utilizing state information
of the computer readable program instructions to personalize
the electronic circuitry, in order to perform aspects of the
present invention.

[0074] Aspects of the present invention are described
herein with reference to flowchart illustrations and/or block
diagrams of methods, apparatus (systems), and computer
program products according to embodiments of the inven-
tion. It will be understood that each block of the flowchart
illustrations and/or block diagrams, and combinations of
blocks in the flowchart illustrations and/or block diagrams,
can be implemented by computer readable program instruc-
tions. These computer readable program instructions can be
provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions can also be stored in
a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function in a particular manner, such that

Feb. 27,2020

the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
instructions which implement aspects of the function/act
specified in the flowchart and/or block diagram block or
blocks. The computer readable program instructions can
also be loaded onto a computet, other programmable data
processing apparatus, or other device to cause a series of
operational acts to be performed on the computer, other
programmable apparatus or other device to produce a com-
puter implemented process, such that the instructions which
execute on the computer, other programmable apparatus, or
other device implement the functions/acts specified in the
flowchart and/or block diagram block or blocks.

[0075] The flowchart and block diagrams in the Figures
illustrate the architecture, functionality, and operation of
possible implementations of systems, methods, and com-
puter program products according to various embodiments
of the present invention. In this regard, each block in the
flowchart or block diagrams can represent a module, seg-
ment, or portion of instructions, which comprises one or
more executable instructions for implementing the specified
logical function(s). In some alternative implementations, the
functions noted in the blocks can occur out of the order
noted in the Figures. For example, two blocks shown in
succession can, in fact, be executed substantially concur-
rently, or the blocks can sometimes be executed in the
reverse order, depending upon the functionality involved. It
will also be noted that each block of the block diagrams
and/or flowchart illustration, and combinations of blocks in
the block diagrams and/or flowchart illustration, can be
implemented by special purpose hardware-based systems
that perform the specified functions or acts or carry out
combinations of special purpose hardware and computer
instructions.

[0076] While the subject matter has been described above
in the general context of computer-executable instructions of
a computer program product that runs on a computer and/or
computers, those skilled in the art will recognize that this
disclosure also can or can be implemented in combination
with other program modules. Generally, program modules
include routines, programs, components, data structures, etc.
that perform particular tasks and/or implement particular
abstract data types. Moreover, those skilled in the art will
appreciate that the inventive computer-implemented meth-
ods can be practiced with other computer system configu-
rations, including single-processor or multiprocessor com-
puter systems, mini-computing devices, mainframe
computers, as well as computers, hand-held computing
devices (e.g., PDA, phone), microprocessor-based or pro-
grammable consumer or industrial electronics, and the like.
The illustrated aspects can also be practiced in distributed
computing environments in which tasks are performed by
remote processing devices that are linked through a com-
munications network. However, some, if not all aspects of
this disclosure can be practiced on stand-alone computers. In
a distributed computing environment, program modules can
be located in both local and remote memory storage devices.
[0077]

“system,” “platform,” “interface,” and the like, can refer to
and/or can include a computer-related entity or an entity
related to an operational machine with one or more specific
functionalities. The entities disclosed herein can be either
hardware, a combination of hardware and software, soft-
ware, or software in execution. For example, a component

As used in this application, the terms “component,”
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can be, but is not limited to being, a process running on a
processor, a processor, an object, an executable, a thread of
execution, a program, and/or a computer. By way of illus-
tration, both an application running on a server and the
server can be a component. One or more components can
reside within a process and/or thread of execution and a
component can be localized on one computer and/or dis-
tributed between two or more computers. In another
example, respective components can execute from various
computer readable media having various data structures
stored thereon. The components can communicate via local
and/or remote processes such as in accordance with a signal
having one or more data packets (e.g., data from one
component interacting with another component in a local
system, distributed system, and/or across a network such as
the Internet with other systems via the signal). As another
example, a component can be an apparatus with specific
functionality provided by mechanical parts operated by
electric or electronic circuitry, which is operated by a
software or firmware application executed by a processor. In
such a case, the processor can be internal or external to the
apparatus and can execute at least a part of the software or
firmware application. As yet another example, a component
can be an apparatus that provides specific functionality
through electronic components without mechanical parts,
wherein the electronic components can include a processor
or other means to execute software or firmware that confers
at least in part the functionality of the electronic compo-
nents. In an aspect, a component can emulate an electronic
component via a virtual machine, e.g., within a cloud
computing system.

[0078] In addition, the term “or” is intended to mean an
inclusive “or” rather than an exclusive “or.”” That is, unless
specified otherwise, or clear from context, “X employs A or
B” is intended to mean any of the natural inclusive permu-
tations. That is, if X employs A; X employs B; or X employs
both A and B, then “X employs A or B” is satisfied under any
of the foregoing instances. Moreover, articles “a” and “an”
as used in the subject specification and annexed drawings
should generally be construed to mean “one or more” unless
specified otherwise or clear from context to be directed to a
singular form. As used herein, the terms “example” and/or
“exemplary” are utilized to mean serving as an example,
instance, or illustration. For the avoidance of doubt, the
subject matter disclosed herein is not limited by such
examples. In addition, any aspect or design described herein
as an “example” and/or “exemplary” is not necessarily to be
construed as preferred or advantageous over other aspects or
designs, nor is it meant to preclude equivalent exemplary
structures and techniques known to those of ordinary skill in
the art.

[0079] As it is employed in the subject specification, the
term “processor” can refer to substantially any computing
processing unit or device comprising, but not limited to,
single-core processors; single-processors with software mul-
tithread execution capability; multi-core processors; multi-
core processors with software multithread execution capa-
bility; multi-core processors with hardware multithread
technology; parallel platforms; and parallel platforms with
distributed shared memory. Additionally, a processor can
refer to an integrated circuit, an application specific inte-
grated circuit (ASIC), a digital signal processor (DSP), a
field programmable gate array (FPGA), a programmable
logic controller (PLC), a complex programmable logic
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device (CPLD), a discrete gate or transistor logic, discrete
hardware components, or any combination thereof designed
to perform the functions described herein. Further, proces-
sors can exploit nano-scale architectures such as, but not
limited to, molecular and quantum-dot based transistors,
switches and gates, in order to optimize space usage or
enhance performance of user equipment. A processor can
also be implemented as a combination of computing pro-
cessing units. In this disclosure, terms such as “store,”
“storage,” “data store,” data storage,” “database,” and sub-
stantially any other information storage component relevant
to operation and functionality of a component are utilized to
refer to “memory components,” entities embodied in a
“memory,” or components comprising a memory. It is to be
appreciated that memory and/or memory components
described herein can be either volatile memory or nonvola-
tile memory, or can include both volatile and nonvolatile
memory. By way of illustration, and not limitation, nonvola-
tile memory can include read only memory (ROM), pro-
grammable ROM (PROM), electrically programmable
ROM (EPROM), electrically erasable ROM (EEPROM),
flash memory, or nonvolatile random access memory
(RAM) (e.g., ferroelectric RAM (FeRAM). Volatile memory
can include RAM, which can act as external cache memory,
for example. By way of illustration and not limitation, RAM
is available in many forms such as synchronous RAM
(SRAM), dynamic RAM (DRAM), synchronous DRAM
(SDRAM), double data rate SDRAM (DDR SDRAM),
enhanced SDRAM (ESDRAM), Synchlink DRAM
(SLDRAM), direct Rambus RAM (DRRAM), direct Ram-
bus dynamic RAM (DRDRAM), and Rambus dynamic
RAM (RDRAM). Additionally, the disclosed memory com-
ponents of systems or computer-implemented methods
herein are intended to include, without being limited to
including, these and any other suitable types of memory.

[0080] What has been described above include mere
examples of systems and computer-implemented methods. It
is, of course, not possible to describe every conceivable
combination of components or computer-implemented
methods for purposes of describing this disclosure, but one
of ordinary skill in the art can recognize that many further
combinations and permutations of this disclosure are pos-
sible. Furthermore, to the extent that the terms “includes,”
“has,” “possesses,” and the like are used in the detailed
description, claims, appendices and drawings such terms are
intended to be inclusive in a manner similar to the term
“comprising” as “comprising” is interpreted when employed
as a transitional word in a claim.

[0081] The descriptions of the various embodiments have
been presented for purposes of illustration, but are not
intended to be exhaustive or limited to the embodiments
disclosed. Many modifications and variations will be appar-
ent to those of ordinary skill in the art without departing
from the scope and spirit of the described embodiments. The
terminology used herein was chosen to best explain the
principles of the embodiments, the practical application or
technical improvement over technologies found in the mar-
ketplace, or to enable others of ordinary skill in the art to
understand the embodiments disclosed herein.
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What is claimed is:

1. A system, comprising:

a memory that stores computer executable components;

a processor, operably coupled to the memory, and that

executes the computer executable components stored in

the memory, wherein the computer executable compo-

nents comprise:

one or more sensors that monitor a state of an entity;

a machine learning component that detects defined
symptoms of the entity by analyzing the state of the
entity; and

a response component that transmits a signal that
causes audio response or a haptic response to be
provided to the entity, wherein transmission of the
signal that causes the audio response or the haptic
response is based on detection of the defined symp-
toms.

2. The system of claim 1, further comprising an audio
component that outputs the audio response, wherein the
audio response is a breathing exercise, music or heartbeat
sound.

3. The system of claim 1, further comprising a haptic
component that provides the haptic response, wherein the
haptic response is a shoulder massage or back massage.

4. The system of claim 1, wherein the audio response or
the haptic response are generated at a time period less than
1 minute from time of the detection of the defined symp-
toms.

5. The system of claim 1, wherein the response compo-
nent changes the audio response or the haptic response based
on a determination that the defined symptoms have
increased over time.

6. The system of claim 1, wherein the one or more sensors
are a microphone to detect voice of the entity, a heart rate
monitor to detect heart rate of the entity, a pulse monitor to
detect pulse of the entity, an electromyography (EMG)
sensor to detect muscle tension of the entity, an accelerom-
eter to measure body movement of the entity, a thermometer
to measure body temperature of the entity, a galvanic skin
response (GSR) sensor to measure electrodermal activity of
the entity, a pedometer to count steps of the entity, a sleep
monitor to track sleep pattern of the entity, a global posi-
tioning system (GPS) to track geolocation of the entity, an
altimeter to monitor altitude of the entity, a barometer to
measure atmospheric pressure surrounding the entity, a light
sensor to measure light intake by the entity, a respiratory rate
monitor to measure breathing rate of the entity, a blood
pressure monitor to measure blood pressure of the entity, an
electrocardiographic (ECG) sensor to monitor electrical
activity of a heart of the entity, or a pulse oximeter to
monitor blood oxygen level of the entity.

7. The system of claim 1, wherein the machine learning
component utilizes voice recognition to detect a call for help
from the entity.

8. The system of claim 1, further comprising a notification
component that notifies a caregiver or emergency service if
there is no detected improvement of the defined symptoms
within a defined amount of time after the detection of the
defined symptoms.

9. The system of claim 8, wherein the notification com-
ponent notifies the caregiver or the emergency service upon
detection of a call for help from the entity.
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10. A computer-implemented method, comprising:

monitoring, by a system operatively coupled to a proces-

sor, a state of an entity;

detecting, by the system, defined symptoms of the entity

by analyzing the state of the entity; and

transmitting, by the system, a signal that causes audio

response or a haptic response to be provided to the
entity, wherein transmission of the signal that causes
the audio response or the haptic response is based on
detection of the defined symptoms.

11. The computer-implemented method of claim 10, fur-
ther comprising outputting, by the system, the audio
response, wherein the audio response is a breathing exercise,
music or heartbeat sound.

12. The computer-implemented method of claim 10, fur-
ther comprising providing, by the system, the haptic
response, wherein the haptic response is a shoulder massage
or back massage.

13. The computer-implemented method of c¢laim 10, fur-
ther comprising changing, by the system, the audio response
or the haptic response based on a determination that the
defined symptoms have increased over time.

14. The computer-implemented method of claim 10, fur-
ther comprising utilizing, by the system, voice recognition to
detect a call for help from the entity.

15. The computer-implemented method of claim 10, fur-
ther comprising notifying, by the system, a caregiver or
emergency service if there is no detected improvement of the
defined symptoms within a defined amount of time after the
detection of the defined symptoms.

16. The computer-implemented method of claim 15, fur-
ther comprising notifying, by the system, the caregiver or
the emergency service upon detection of a call for help from
the entity.

17. A computer program product comprising a computer
readable storage medium having program instructions
embodied therewith, the program instructions executable by
a processor to cause the processor to:

monitor a state of an entity;

detect defined symptoms of the entity by analyzing the

state of the entity; and

transmit a signal that causes audio response or a haptic

response to be provided to the entity, wherein trans-
mission of the signal that causes the audio response or
the haptic response is based on detection of the defined
symptoms.

18. The computer program product of claim 17, wherein
the program instructions are further executable to cause the
processor to:

output the audio response, wherein the audio response is

a breathing exercise, music or heartbeat sound.

19. The computer program product of claim 17, wherein
the program instructions are further executable to cause the
processor to:

provide the haptic response, wherein the haptic response

is a shoulder massage or back massage.

20. The computer program product of claim 17, wherein
the program instructions are further executable to cause the
processor to:

notify a caregiver or emergency service if there is no

detected improvement of the defined symptoms within
a defined amount of time after the detection of the
defined symptoms.
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TRANSMITTING. BY A SYSTEM OPERATIVELY COUPLED TO A
PROCESSOR, A SIGNAL THAT CAUSES AUDIO RESPONSE OR A
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RESPONSE OR THE HAPTIC RESPONSE IS BASED ON DETECTION

HAVE THE DEFINED
SYMPTOMS INCREASED
OVER TIME?

606
CHANGING, BY THE SYSTEM, THE AUDIO RESPONSE OR THE

HAPTIC RESPONSE BASED ON A DETERMINATION THAT THE
DEFINED SYMPTOMS HAVE INCREASED OVER TIME

608

YES

ARE THERE IMPROVEMENTS
OF THE DEFINED SYMPTOMS?

NOTIFYING. BY THE SYSTEM, A CAREGIVER OR EMERGENCY
SERVICE IF THERE IS NO DETECTED IMPROVEMENT OF THE |/ eto
DEFINED SYMPTOMS WITHIN A DEFINED AMOUNT OF TIME

AFTER THE DETECTION OF THE DEFINED SYMPTOMS
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