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Receive input data (e.g., text andfor speech) provided by first user
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Translate input data from first natural language to second natural language
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Receive sensor data (e.g., biometric data) generated by sensor(s) in proximity to
first user
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Determine emotional state of first user based on sensor data
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Communicate translation as output data for presentation to second user
212

FIG. 2
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Receive input data {e.g., text and/for speech) provided by first user
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1
BIOMETRIC SIGNAL ANALYSIS FOR
COMMUNICATION ENHANCEMENT AND
TRANSFORMATION

CROSS-REFERENCE TO RELATED
APPLICATION

The present disclosure is related to, and claims priority to,
U.S. Provisional Patent Application Ser. No. 62/381,170,
titled “Biometric Signal Analysis for Data Transformation,”
which was filed on Aug. 30, 2016, the entirety of which is
incorporated by reference into the present disclosure.

BACKGROUND

Translating from one natural language to another is a
challenging problem to solve using computer software,
given the complexity that is inherent in natural languages
that have evolved over millennia through use in different
societies. In general, natural language processing (NLP)
techniques have been developed to analyze spoken or writ-
ten input and translate the input to generate output in a
different designated natural language. Existing, traditional
translation solutions may translate each word or phrase
individually, and may therefore introduce translation errors
through lack of contextual awareness. Traditional translation
solutions may exhibit translation errors in instances where
words have a similar spelling and/or sound (e.g., “be” vs.
“bee”, “dye” vs. “die”, etc.). Also, traditional translation
solutions may also generate translated sentences in an order
that is different than the order that would normally be used
in the output language. Further, traditional transcription
solutions that are intended to transcribe speech to text may
also exhibit errors due to lack of contextual awareness,
similar sounding words (e.g., homophones, homonyms) in
the input, and/or other causes.

SUMMARY

Implementations of the present disclosure are generally
directed to enhancing and/or transforming data that is trans-
mitted in communications. More specifically, implementa-
tions are directed to enhancing, translating, and/or trans-
forming data that is communicated between users, based at
least partly on an emotional state of a sending user who
provides the data to be communicated to a receiving user, the
emotional state determined based at least partly on biometric
data describing a current physiological state of the sending
user.

In general, innovative aspects of the subject matter
described in this specification can be embodied in methods
that include actions of: receiving input data that is provided,
by a first user, for communication to a second user; deter-
mining a state of the first user during a time period when the
input data is provided, the state determined based on bio-
metric data that is generated by at least one sensor device
measuring at least one physiological characteristic of the
first user during the time period; transforming the input data
to generate output data, the transforming based at least partly
on the state; and communicating the output data to be
presented to the second user through a computing device.

Implementations can optionally include one or more of
the following features: transforming the input data includes
translating the input data from a first natural language to
generate the output data in a second natural language; the
translating employs at least one dictionary that provides a
mapping from at least a portion of the input data to at least
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a portion of the output data, the mapping corresponding to
the state; the translating includes performing a first transla-
tion of at least a portion of the input data from the first
natural language to generate at least a portion of the output
data in the second natural language, determining, based on
the state, that the first translation is incorrect, and perform-
ing a second translation of at least the portion of the input
data from the first natural language to generate at least the
portion of the output data in the second natural language;
communicating the output data causes an indicator to be
presented to the second user, the indicator corresponding to
the state of the first user; the output data is generated to
include the indicator to be presented to the second user; the
output data is generated to include metadata that corre-
sponds to at least one of the indicator or the state of the first
user; the indicator includes one or more of an icon, a color,
an image, a textual descriptor, or an audio signal; the
biometric data indicates one or more of heart rate, pulse,
perspiration level, blood pressure, galvanic skin response,
pupil dilation, or neural oscillation activity; the input data
includes audio data of speech of the first user; the output data
includes a text transcription of at least a portion of the audio
data; and/or transforming the input data to generate the
output data employs a convolutional neural network includ-
ing at least one layer that performs an analysis based on the
state of the first user.

Other implementations of any of the above aspects
include corresponding systems, apparatus, and computer
programs that are configured to perform the actions of the
methods, encoded on computer storage devices. The present
disclosure also provides a computer-readable storage
medium coupled to one or more processors and having
instructions stored thereon which, when executed by the one
or more processors, cause the one or more processors to
perform operations in accordance with implementations of
the methods provided herein. The present disclosure further
provides a system for implementing the methods provided
herein. The system includes one or more processors, and a
computer-readable storage medium coupled to the one or
more processors having instructions stored thereon which,
when executed by the one or more processors, cause the one
or more processors to perform operations in accordance with
implementations of the methods provided herein.

Implementations of the present disclosure provide one or
more of the following technical advantages and improve-
ments over traditional systems. Traditional translation meth-
ods may focus on the words that are communicated and may
fail to account for the intent and/or context underlying the
words. Accordingly, using traditional methods the state,
intent, tone, and/or other context may be lost in translation.
Implementations improve on traditional methods through
the use of biometric data to determine a current emotional
state of the person who spoke or wrote the input. The
emotional state is employed during the translation process,
as described below, to preserve the tone, intent, and/or
context of the person when they spoke or wrote the input
data. Accordingly, through the use of biometrically deter-
mined emotional state information for a sending user, imple-
mentations provide for translation of input data that may be
more accurate than translation using traditional techniques.
Accordingly, implementations make more efficient use of
computing resources such as processing capacity, memory,
storage, and/or network bandwidth compared to traditional
translation systems that may consume computing resources
through multiple failed attempts at translation.

Moreover, traditional methods for communicating speech
and/or text data between users may not convey tone or
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intent. For example, using a traditional messaging system a
sending user may provide input speech data which is tran-
scribed to text for presentation in a receiving user’s mes-
saging client application. As another example, users may be
exchanging text messages using a messaging and/or chat
service. In either scenario, the sending user’s tone, intent,
and/or other context may be lost in the transcription and/or
communication process, such that the receiver has no way of
knowing when the sender is being earnest and/or literal in
their communication, compared to instances when the
sender may be sarcastic, ironic, or otherwise attempting to
convey some non-literal nuance with their input data. Imple-
mentations also employ emotional state information to pro-
vide additional context in such situations, by presenting
output data to the receiving user along with an indication of
the sending user’s emotional state when they input the data
to be sent. Accordingly, implementations provide an
improvement over traditional techniques for natural lan-
guage translation, text-based communication, and text-based
communication with a speech input interface, by using a
biometrically determined emotional state of the sending user
to preserve the intent, tone, nuance, and/or other context that
may otherwise be lost using traditional techniques. Accord-
ingly, implementations make more efficient use of comput-
ing resources such as network bandwidth compared to
traditional messaging systems, in which users may be
required to send one or more follow-up messages to clarify
an initial message that is unclear in its emotional context
and/or intent.

It is appreciated that aspects and features in accordance
with the present disclosure can include any combination of
the aspects and features described herein. That is, aspects
and features in accordance with the present disclosure are
not limited to the combinations of aspects and features
specifically described herein, but also include any combi-
nation of the aspects and features provided.

The details of one or more implementations of the present
disclosure are set forth in the accompanying drawings and
the description below. Other features and advantages of the
present disclosure will be apparent from the description and
drawings, and from the claims.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 depicts an example system for data transformation
based on biometric sensor data analysis, according to imple-
mentations of the present disclosure.

FIG. 2 depicts a flow diagram of an example process for
detecting incorrect translation based on biometric sensor
data analysis, according to implementations of the present
disclosure.

FIG. 3 depicts a flow diagram of an example process for
translation based on biometric sensor data analysis, accord-
ing to implementations of the present disclosure.

FIG. 4 depicts a flow diagram of an example process for
providing a user state indicator for transformed data based
on biometric sensor data analysis, according to implemen-
tations of the present disclosure.

FIGS. 5A and 5B depict an example of a user state
indicator presented in a user interface with transformed data,
according to implementations of the present disclosure.

FIG. 6 depicts an example computing system, according
to implementations of the present disclosure.

DETAILED DESCRIPTION

Implementations of the present disclosure are directed to
data transformation such as a natural language (NL) trans-
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lation that is performed at least partly based on a current
emotional state of the user who provided the input data, the
emotional state determined based on biometric data for the
user. One or more sensors in proximity to a user may
generate biometric data that indicates one or more physi-
ological characteristics of the user, such as the user’s heart
rate, pulse, blood pressure, perspiration level, brain wave
activity, pupil dilation, galvanic skin response, and so forth.
An emotional state of the user may be determined based on
the biometric data. For example, biometric data may be used
to determine whether the user is happy, sad, angry, calm,
agitated, nervous, stressed, relaxed, and/or in some other
state. The user may provide input data such as audio input
(e.g., speech) and/or text input to be communicated to
another user, e.g., during a text messaging (e.g., chat)
session or other scenario. The determined emotional state of
the sending user may be used to transform the input data to
generate output data that is communicated to the receiving
user.

In some implementations, the input data may be translated
from one NL to another NL, and the current emotional state
of the sending user may be used to determine particular
dictionary entries to use during the translation. For example,
a particular word in a first language may translate to different
words in a second language depending on the emotional
context in which the input word is uttered. Implementations
may access different dictionaries and/or different dictionary
entries to use in the translation, depending on the emotional
state of the sender when the word was input. A dictionary
entry may provide a mapping between a word (or phrase) in
the input language and at least one output word (or phrase)
in the output language.

In some implementations, the emotional state of the
sending user may be used to infer or otherwise determine
that a translation was incorrect, such that another attempt at
translation may be needed. For example, a (e.g., bilingual)
sending user may see that a word X in an input language was
translated to a word Q in an output language. If the trans-
lation is not correct, or at least not the output that is ideal or
desired by the sending user, the user’s emotional state may
become angry, frustrated, agitated, and so forth. On detect-
ing that the user is in such a state or has entered such a state
during a time when the translated output has been presented
to the user, implementations may perform another attempt at
translating the word. Any appropriate number of iterations
may be performed until the user’s emotional state indicates
a likelihood that they are satisfied with the output of the
translation.

In some implementations, the input data may be trans-
formed to include information indicating the current emo-
tional state of the sending user when they provided the input
data. For example, the sending user may be using a speech-
to-text feature of a chat program or messaging client while
communicating with the receiving user. Implementations
may transcribe the user’s speech input to generate output
text, which is then communicated for presentation to the
receiving user. The emotional state of the sending user may
be monitored, and an indication of the sending user’s
emotional state may be sent with the transcription. The
output text may be presented, along with an indication of the
sender’s emotional state, to provide the receiving user with
some context regarding the sender’s emotional state. For
example, the output text may be presented in a user interface
(UTI) with an icon, image, color, and/or other indication of
the sender’s emotional state when they entered the input
data.
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Traditional translation methods may focus on the words
that are communicated and may fail to account for the intent
and/or context underlying the words. A traditional algorithm
may receive input from a user and individually translate the
words or phrases of the input using a dictionary. The
dictionaries that are traditionally used in NL translation
processes may be more or less comprehensive. Although
much research has been performed to configure dictionaries
for translating words and/or phrases from one NL to another,
even the most comprehensive dictionary may fail to account
for the emotional state, intent, tone, and/or other current
context of the person who spoke or wrote the input data to
be translated. Accordingly, using traditional methods the
state, intent, tone, and/or other context may be lost in
translation. Implementations improve on traditional meth-
ods through the use of biometric data to determine a current
emotional state of the person who spoke or wrote the input.
The emotional state is employed during the translation
process, as described below, to preserve the tone, intent,
and/or context of the person when they spoke or wrote the
input data.

Moreover, traditional methods for communicating speech
and/or text data between users may not convey tone or
intent. For example, using a traditional messaging system a
sending user may provide input speech data which is tran-
scribed to text for presentation in a receiving user’s mes-
saging client application. As another example, users may be
exchanging text messages using a messaging and/or chat
service. In either scenario, the sending user’s tone, intent,
and/or other context may be lost in the transcription and/or
communication process, such that the receiver has no way of
knowing when the sender is being earnest and/or literal in
their communication, compared to instances when the
sender may be sarcastic, ironic, or otherwise attempting to
convey some non-literal nuance with their input data. Imple-
mentations also employ emotional state information to pro-
vide additional context in such situations, by presenting
output data to the receiving user along with an indication of
the sending user’s emotional state when they input the data
to be sent. Accordingly, implementations provide an
improvement over traditional techniques for NL translation,
text-based communication, and text-based communication
with a speech input interface, by using a biometrically
determined emotional state of the sending user to preserve
the intent, tone, nuance, and/or other context that may
otherwise be lost using traditional techniques.

FIG. 1 depicts an example system for data transformation
based on biometric sensor data analysis, according to imple-
mentations of the present disclosure. As shown in the
example, two users 102(1) and 102(2) may respectively use
user devices 104(1) and 104(2) to communicate with one
another. In some instances, the communications may be
exchanged during a communication session in which any
number of communications (e.g., messages) are sent and
received between the users 102. A session may include any
suitable number of communications over a period of time,
and there may be a delay between the communications
during a session. In some instances, communications may
overlap such that a user 102(1) is reading or hearing a
communication from the user 102(2) while the user 102(1)
is speaking or composing another communication to the user
102(2). In some instances, the communications may be
audio communications, e.g., during a telephone conversa-
tion, voice chat session, video chat session, an exchange of
voice mail messages, and so forth. In some instances, the
communications may be textual communications, e.g., dur-
ing a chat session using a chat or messaging client, an
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exchange of Short Message Service (SMS) and/or Multime-
dia Messaging Service (MMS) messages, and so forth.
Implementations also support other types of communica-
tions.

The user devices 104(1) and 104(2) may include any
suitable type of computing device, including portable com-
puting device(s) (e.g., smartphone, tablet computer, wear-
able computer, etc.) and less portable computing device(s)
(e.g., laptop computer, desktop computer, etc.). The user
device 104(1) and/or user device 104(2) may execute an
application 112 that facilitates communications between the
users 102. For example, the application 112 may be a chat
client for entering, sending, receiving, and presenting com-
munications that include text data, audio data, video data,
and/or other types of data.

The user 102(1) (e.g., a sending user) may provide input
data 106, such as text input and/or audio input (e.g., speech).
The input data 106 may be received by the application
112(1) executing on the user device 104(1). The application
112(1) may also receive sensor data 110 generated by
various sensor(s) 108 in proximity to the user 102(1). The
sensor(s) 108 may also be described as sensor device(s). The
sensor(s) 108 proximal to the user 102(1) may include
sensor(s) that are in physical contact with the user 102(1),
such as sensor(s) that are worn by the user 102(1) and/or
implanted into the user’s body. The proximal sensor(s) 108
may also include sensor(s) that are situated externally to the
user 102(1) but in proximity to the user 102(1), e.g., near
enough to collect image data, video data, audio data, thermal
data, chemical data (e.g., odor information), and/or other
data regarding the user 102(1).

In some implementations, the sensor data 110 may
include sensor data 110(1) that is generated by sensor(s)
108(1) that are external to the user device 104(1) and in
proximity to the user 102(1). Such sensor(s) 108(1) may be
included in a wearable device such as a fitness tracking
device, and the sensor(s) 108(1) may communicate the
sensor data 110(1) to the user device 104(1) over one or
more (e.g., wireless) networks using BlueTooth™, Blu-
eTooth Low Energy™, or any other suitable network com-
munication protocol. The sensor data 110 may include
sensor data 110(2) that is generated by sensor(s) 108(2) that
are incorporated into the user device 104(1) and in proximity
to the user 102(1).

In some implementations, the sensor data 110 (e.g., sensor
data 110(1) and/or 110(2)) includes biometric data that
describes a physiological state and/or characteristic of the
user 102(1). For example, the sensor data 110 may indicate
a current value (e.g., when the user composes and/or pro-
vides the data to be communicated) of one or more of the
following characteristics of the user 102(1): heart rate, pulse,
blood pressure, perspiration level, blood sugar level, body
temperature, respiration rate, pupil dilation, galvanic skin
response (e.g., electrodermal activity), and/or brain wave
activity (e.g., neuro-electrical activity). In some implemen-
tations, the biometric data may include data describing
voluntary and/or involuntary movements of the user 102(1)
such as jitters, tremors, eye movements, nervous movements
(e.g., tapping figures), and so forth.

The user device 104(1) may execute one or more sensor
data analysis modules 114. The sensor data analysis
module(s) 114 may execute as sub-module(s) of the appli-
cation 112(1) (e.g., as shown in FIG. 1). In some implemen-
tations, the sensor data analysis module(s) 114 may execute
separately, e.g., as separate processes, relative to the appli-
cation 112(1). The sensor data analysis module(s) 114 may
receive the sensor data 110, e.g., sensor data 110(1) and/or



US 10,579,742 B1

7

sensor data 110(2), and analyze the sensor data 110 to
determine a current user state 116 of the user 102(1) based
on the sensor data 110. In some implementations, the user
state 116 may be an emotional state of the user 102(1),
indicating whether the user 102(1) is happy, sad, angry,
calm, agitated, nervous, under stress, tired, sleepy, alert,
and/or in some other state(s).

In some implementations, the biometric data indicating a
physiological and/or health status of the user 102(1) may be
collected and analyzed to determine the user’s level of
stress, anger, happiness, and/or other user state(s) 116. For
example, an increase or other change in the user’s heart rate,
pulse, perspiration, galvanic skin response, brain wave
activity, or other biometric data may indicate that the user
102(1) is angry, stressed, and/or otherwise agitated. In some
implementations, images of at least a portion of the user’s
face (e.g., mouth, eyes, etc.) or posture (e.g., shoulders) may
be analyzed using mood recognition analysis techniques to
determine the emotional state (e.g., stress level) of the user
102(1).

In some implementations, at least a portion of the input
data 106 may also be analyzed to determine the user state
116, in addition to or instead of analyzing the sensor data
110. For example, audio data of the voice of the user 102(1)
may be analyzed using audio analysis techniques to detect
mood and/or stress indicators in the user’s voice and/or
language usage. In some implementations, audio data of the
voice of the user 102(1) may be transcribed using speech-
to-text (STT) software, and the generated text may be
analyzed using natural language processing (NLP), semantic
analysis, keyword recognition, or other methods to detect
indications of stress, anger, and/or other emotions in the
user’s language. In some implementations, text data com-
municated by the user 102(1) may be analyzed to determine
a user state 116 of the user 102(1). For example, heightened
emotions (e.g., anger) may lead to more misspellings or
grammar errors, use of different vocabulary, use of a higher
proportion of shorter words, different punctuation, and so
forth. A change in the emotional state of the user 102(1) may
also lead to an increase or decrease in typing speed, which
may be detected and used to determine the user state 116.

The user device 104(1) may execute one or more trans-
formation modules 118 that operate to transform the input
data 106 to output data 120. The transformation module(s)
118 may execute as sub-module(s) of the application 112(1)
(e.g., as shown in FIG. 1). In some implementations, the
transformation module(s) 118 may execute separately, e.g.,
as separate processes, relative to the application 112(1). The
transformation module(s) 118 may transform the input data
106 to generate the output data 120, and such transformation
may be based at least partly on the current user state 116 of
the user 102(1). In some implementations, transformation
may include translating at least a portion of the input data
106 that is in a first NL to generate the output data 120 in a
second NL. Such implementations are described further with
reference to FIGS. 2 and 3. In some implementations,
transformation may include incorporating an emotional indi-
cator into the input data 106 and/or into a text transcription
of the input data 106. Such implementations are described
further with reference to FIGS. 4 and 5.

The generated output data 120 may be communicated
over one or more networks to a user device 104(2) of a
receiving user 102(2). The output data 120 may be presented
in a Ul of an application 112(2) executing on the user device
104(2). Although the example of FIG. 1 depicts, for the sake
of clarity, a one-way communication between the user
device 104(1) and the user device 104(2), implementations
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are not so limited. In some instances, the users 102(1) and
102(2) may communicate back-and-forth using the user
devices 104 and the applications 112, e.g., during a text chat
or voice chat session. Accordingly, the user device 104(2)
and/or application 112(2) may include the various compo-
nents depicted in FIG. 1 on the sending side, such as the
sensor(s) 108, the sensor data analysis module(s) 114, and/or
the transformation module(s) 118. The user 102(2) may
respond to the user 102(1) by providing their own input data,
which may be transformed to output data based on the user
state 116 of the user 102(2). Such output data may be
communicated to the user 102(1) and/or user device 104(1).

In some implementations, the transformation module(s)
118 may employ one or more machine learning (ML)
techniques to generate the output data 120 based on the user
state 116. Such ML techniques may include, as appropriate,
supervised and/or unsupervised ML technique(s). In some
implementations, the transformation module(s) 118 may
employ convolutional neural network(s) (CNN(s)) to deter-
mine the output data 120. A CNN is a type of artificial neural
network (ANN), a machine learning framework that may
employ layers of feature extraction followed by a classifier
of these features. In some implementations, the classifier is
replaced with a Support Vector Machine (SVM) for
improved classification in certain applications. In some
implementations, the CNN includes layers for speech and/or
text recognition, intent tracking based on the user state 116,
language translation, and/or dictionary-based verification. In
this way, implementations may be described as employing a
deep learning algorithm that employs multiple layers of
processing, in which each layer is itself a ML algorithm. In
some implementations, the transformation module(s) 118
may employ some other type of ANN, such as an ANN that
employs data sampling that is more regular (e.g., non-
stochastic) than the sampling which may be used in a CNN.

In some implementations, these layers are followed by a
Support Matrix Machine (SMM) classifier, which may be
employed instead of a SVM classifier. ASMM classifier may
perform analysis based on a matrix of dimensions (e.g.,, M
by N matrix) instead of a SVM classifier which may perform
analysis based on a vector (e.g., 1 by N vector). Using a
SVM classifier, the process may learn from the analyzed
data (e.g., input data and/or user state) sequentially, e.g.,
analyzing one dimension at a time. Using a SMM classifier,
the process may learn (e.g., simultaneously) across multiple
dimensions by analyzing the correlations between dimen-
sions. For example, a SMM may be used to correlate the
relationship(s) between spoken or written text and an under-
standing of the language intent as indicated by the user state,
and such correlation(s) may be correlated with possible
translations of the input data.

Implementations may employ a SMM instead of a SVM,
given that a SVM may be limited in scope by processing
each portion of data individually. A SMM may enable the
process to develop a deeper understanding of the adjacent
data relative to the analyzed data, and determine relation-
ships and/or context between the various dimensions of data
being analyzed. In some implementations, a reduced version
of a SMM may be employed. Such a SMM may include the
dimensions that have the largest effect on the result. For
example, a customer may call a service representative to
discuss an insurance claim, and the dimensions that are
correlated in a SVM may include the customer data and their
claim data. Use of a SMM in this instance accounts for
additional correlations between the current call and the
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customer’s previous call and/or claim history. Such corre-
lation(s) may help to identify instances of fraud, such as
fraudulent insurance claims.

In some implementations, a model of the user 102(1) may
be developed over time, the model indicating the typical user
state 116 (e.g., emotional state) of the user 102(1). The
model may be developed and refined based on the sensor
data 110 collected that describes the user’s physiological
characteristics. In some implementations, an initial baselin-
ing and/or calibration may be performed to determine an
initial model for the user 102(1). Alternatively, the model
may be created when the user 102(1) begins user the user
device 104(1) and/or application 112(1), and the model may
be developed over time as additional sensor data 110 is
collected and analyzed regarding the user 102(1). In some
implementations, a current user state 116 of the user 102(1)
may be relative to the typical user state indicated by the
model of the user 102(1), e.g., whether the user is more or
less angry than typical, more or less happy than typical, and
so forth.

FIG. 2 depicts a flow diagram of an example process for
detecting incorrect translation and/or refining translation
based on biometric sensor data analysis, according to imple-
mentations of the present disclosure. Operations of the
process may be performed by one or more of the application
112, the sensor data analysis module(s) 114, the transfor-
mation module(s) 118, and/or other software module(s)
executing on the user device(s) 104 or elsewhere.

The input data 106 may be received (202). As described
above, input data 106 may include text data and/or audio
data (e.g., speech input) provided by the user 102(1).

The input data 106 may be translated (204) from a first NL
to a second NL. In some implementations, the second NL
may be specified by the user 102(1). In some implementa-
tions, the second NL may be determined based on language
preferences, location, and/or other characteristic(s) of the
user 102(2) who is to receive the output data 120.

The sensor data 110 may be received (206). As described
above, the sensor data 110 may include biometric data
describing various physiological characteristic(s) of the user
102(1), and may be generated by one or more sensors 108
in proximity to the user 102(1).

The user state 116 of the user 102(1) may be determined
(208) based on an analysis of the sensor data 110. As
described above, the user state 116 may be an emotional
state of the user 102(1). In some implementations, the sensor
data 110 may be analyzed in real time as it is collected.
Accordingly, the user state 116 may be a current user state
of the user 102(1), current with respect to a time period
during which the sensor data 110 is collected and analyzed.
Moreover, the sensor data 110 may be collected and ana-
lyzed in real time with respect to the user providing the input
data 106. The sensor data 110 may be collected and/or
analyzed during a time period that includes, and/or is
proximal in time to, a time when the user entered the input
data 106 to be communicated. Accordingly, the user state
116 may be a current user state 116 of the user 102(1) when
the user 102(1) is entering the input data 106, such as the
state of the user when they entered a text message to be sent
to another user, or spoke a phrase to be translated and/or
transcribed and communicated to another user. Real time
operation(s) may include the automatic performing of one or
more operations without requiring human input and without
any intentional delay with respect to a triggering event,
taking into account the processing limitations of the com-
puting system(s) performing the operations and the time
needed to perform the operations. Accordingly, the analysis
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of the sensor data 110 may be performed in real time with
respect to the collection of the sensor data 110, and the
collection and/or analysis of the sensor data 110 may be
performed in real time with respect to the user providing the
input data 106 as speech and/or text input.

The output of the translation may be presented to the user
102(1). A determination may be made (210) whether the
user’s current state indicates that the translation may have
been incorrect. For example, if the user’s emotional state
becomes angry, agitated, frustrated, and/or stressed when the
translation is presented, an inference may be made that the
translation is incorrect or in some way inappropriate. In such
instances, the process may return to 204 and another attempt
may be made to translate at least a portion of the input data
106 (e.g., using different dictionary entries).

If the user’s emotional state stays the same when the
translation is presented, or exhibits a positive change (e.g.,
the user becomes happy, calm, etc.), an inference may be
made that the translation is correct or otherwise appropriate.
The translated output data 120 may be communicated (212)
for presentation to the user 102(2) on the user device 104(2).

In this way, implementations may employ the user state
116 of the user 102(1) as feedback to determine whether the
translation was correct. Such feedback may also be
employed to train, refine, or otherwise refine a ML-based
classifier used to perform the translation of the input data
106 as described above. In some implementations, the user
state 116 of the receiving user 102(2) may be monitored
based on collected sensor data 110, and the receiving user’s
emotional state may be employed to refine the translation.
For example, if the receiving user’s emotional state is
confused and/or agitated on receiving the translated output
data 120, a determination may be made that the translation
was incorrect and another attempt at translation may be
performed on the sending user’s user device 104(1).

FIG. 3 depicts a flow diagram of an example process for
translation based on biometric sensor data analysis, accord-
ing to implementations of the present disclosure. Operations
of the process may be performed by one or more of the
application 112, the sensor data analysis module(s) 114, the
transformation module(s) 118, and/or other software
module(s) executing on the user device(s) 104 or elsewhere.

The input data 106 may be received (302). As described
above, input data 106 may include text data and/or audio
data (e.g., speech input) provided by the user 102(1).

The sensor data 110 may be received (304). As described
above, the sensor data 110 may include biometric data
describing various physiological characteristic(s) of the user
102(1), and may be generated by one or more sensors 108
in proximity to the user 102(1).

The user state 116 of the user 102(1) may be determined
(306) based on an analysis of the sensor data 110. As
described above, the user state 116 may be an emotional
state of the user 102(1).

A determination may be made (308) whether there is an
available dictionary that corresponds to the current state of
the user 102(1), and/or whether there are one or more
dictionary entries that are available and that correspond to
the current state of the user 102(1). If so, the available
dictionary and/or entries may be used (310) for translation.
If not, a default dictionary and/or entries may be used (314).

The input data 106 may be translated (312) from a first NI,
to a second NL using the identified dictionary and/or dic-
tionary entries. In some implementations, the second NL
may be specified by the user 102(1). In some implementa-
tions, the second NI may be determined based on language
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preferences, location, and/or other characteristic(s) of the
user 102(2) who is to receive the output data 120.

The translated output data 120 may be communicated
(314) for presentation to the user 102(2) on the user device
104(2).

In some implementations, the process may have access to
various dictionaries that translate from NL X to NL Y, and
each dictionary may include entries that are suitable to
translate based on a particular detected emotional state. In
some implementations, the process may have access to a
dictionary for translating from NL X to NL Y, and the
dictionary may include a first set of entries suitable for
translation during a first emotional state, and a second set of
entries suitable for translation during a second emotional
state. For example, a word or phrase in NI X may be
appropriately translated to a particular word or phrase in NL
Y if the speaker (or writer) is in a happy mood, and the same
word or phrase in NL X may be appropriately translated to
a different word or phrase in NL Y if the speaker (or write)
is in an angry mood. In this way, implementations may
employ the current emotional state of the sending user
102(1) to generate a more accurate translation of at least a
portion of the user’s input data 106 than would be otherwise
generated using a default (e.g., emotion-agnostic) dictionary
and/or dictionary entries.

In some implementations, a dictionary may be used which
is specifically created and adapted for use in modifying the
communications of the particular user (e.g., speaker or
writer). In some implementations, the dictionary may be
specific to a particular class or category of users that include
the user, such as a demographic group (e.g., age range-based
group) or location-based group (e.g., group of users in a
particular region, country, city, etc.). The user-specific dic-
tionary may provide a baseline for the particular user, and
may be modified over time based on detected changes in the
user’s vocabulary, grammar, syntax, or other changes in
written and/or spoken language usage. In some implemen-
tations, a dictionary may be used which is specific to both
the particular user and the detected emotional state for the
user. For example, a particular user may be associated with
multiple dictionaries that correspond to different emotional
states (e.g., angry, happy, sad, etc.). The dictionary that is
used for translation and/or some other communication modi-
fication may be selected for the particular user and their
current emotional state.

FIG. 4 depicts a flow diagram of an example process for
providing a user state indicator for transformed data based
on biometric sensor data analysis, according to implemen-
tations of the present disclosure. Operations of the process
may be performed by one or more of the application 112, the
sensor data analysis module(s) 114, the transformation mod-
ule(s) 118, and/or other software module(s) executing on the
user device(s) 104 or elsewhere.

The input data 106 may be received (402). As described
above, input data 106 may include text data and/or audio
data (e.g., speech input) provided by the user 102(1).

In some instances, at least a portion of the input data 106
may be transformed (404). As described above, transforma-
tion may include translating the input data 106 from a first
NL to a second NL. In some instances, transformation may
include transcribing audio input data 106 to generate text
data, e.g., through use of a speech recognition process and/or
STT module.

The sensor data 110 may be received (406). As described
above, the sensor data 110 may include biometric data
describing various physiological characteristic(s) of the user
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102(1), and may be generated by one or more sensors 108
in proximity to the user 102(1).

The user state 116 of the user 102(1) may be determined
(408) based on an analysis of the sensor data 110. As
described above, the user state 116 may be an emotional
state of the user 102(1).

The input data 106 may be further transformed to incor-
porate (410), into the output data 120, an emotional indicator
that corresponds to the user state 116 of the user 102(1).

The output data 120, including the emotional indicator,
may be communicated (314) for presentation to the user
102(2) on the user device 104(2). The output data 120 may
be presented along with the emotional indicator, to indicate
to the user 102(2) the emotional state of the sending user
102(1) when the input data 106 was provided. In this way,
implementations may send text data while conveying the
emotional context and/or intent of the sending user.

FIGS. 5A and 5B depict an example of a user state (e.g.,
emotional) indicator presented in a UI 502 with transformed
data, according to implementations of the present disclosure.
In some implementations, the UI 502 may be an interface of
the application 112(2), such as a chat client, messaging
client, and so forth.

In the example of FIG. 5A, the sending user 102(1) has
spoken or typed the input data “I’'m so angry right now,”
which is communicated as the output data 120 for presen-
tation to the user 102(2) in the UI 502. In this example, the
sensor data 110 is analyzed to determine that the user 102(1)
is angry, so that the user statement “I’'m so angry right now”
is made when the user 102(1) is actually angry. The output
data 120 “I’m so angry right now” is presented, through the
UI 502, with an emotional indicator 504 indicating that the
sending user’s current state is anger.

In the example of FIG. 5B, the sending user 102(1) has
spoken or typed the same input data “I’'m so angry right
now,” which is communicated as the output data 120 for
presentation to the user 102(2) in the Ul 502. In this
example, the sensor data 110 is analyzed to determine that
the user 102(1) is currently happy, amused, or in some other
way not angry. In this instance, the user statement “I’m so
angry right now” may have been made by the user 102(1)
ironically, sarcastically, or in some other way such that the
literal meaning of the input data is not what the sending user
was actually feeling at the time. The output data 120 “T’m so
angry right now” is presented, through the UI 502, with an
emotional indicator 504 indicating that the sending user’s
current state is happy, amused, or otherwise not angry.

Although FIGS. 5A and 5B depict the emotional indicator
504 as a face emoticon, implementations are not limited to
this example. The emotional indicator 504 may include one
or more of an emoticon, an icon, an emoji, a symbol, a
graphic, a color, an image, a textual descriptor, and/or any
other suitable visual indicator. In some implementations, the
emotional indicator 504 may include audio data (e.g., an
audio signal), such as one or more sounds or portions of
music that indicate an emotional state. The emotional indi-
cator 504 may include a visual indicator, an audio indicator,
and/or any suitable combination of visual and/or audio
indicator(s).

In some implementations, the emotional indicator 504
may be incorporated into the output data 120 and commu-
nicated to the user device 104(2) from the user device
104(1). In some implementations, the output data 120 may
be transformed to include metadata that indicates an emo-
tional state of the sending user 102(1). The metadata may be
interpreted by the application 112(1) and/or UT 502 and used



US 10,579,742 B1

13

to determine an appropriate emotional indicator 504 to be
presented in the UI 504 with the output data 120.

FIG. 6 depicts an example computing system, according
to implementations of the present disclosure. The system
600 may be used for any of the operations described with
respect to the various implementations discussed herein. For
example, the system 600 may be included, at least in part, in
one or more of the user device(s) 104 and/or other comput-
ing device(s) or system(s) described herein. The system 600
may include one or more processors 610, a memory 620, one
or more storage devices 630, and one or more input/output
(/O) devices 650 controllable through one or more 1/O
interfaces 640. The various components 610, 620, 630, 640,
or 650 may be interconnected through at least one system
bus 660, which may enable the transfer of data between the
various modules and components of the system 600.

The processor(s) 610 may be configured to process
instructions for execution within the system 600. The pro-
cessor(s) 610 may include single-threaded processor(s),
multi-threaded processor(s), or both. The processor(s) 610
may be configured to process instructions stored in the
memory 620 or on the storage device(s) 630. The
processor(s) 610 may include hardware-based processor(s)
each including one or more cores. The processor(s) 610 may
include general purpose processor(s), special purpose pro-
cessor(s), or both.

The memory 620 may store information within the system
600. In some implementations, the memory 620 includes
one or more computer-readable media. The memory 620
may include any number of volatile memory units, any
number of non-volatile memory units, or both volatile and
non-volatile memory units. The memory 620 may include
read-only memory, random access memory, or both. In some
examples, the memory 620 may be employed as active or
physical memory by one or more executing software mod-
ules.

The storage device(s) 630 may be configured to provide
(e.g., persistent) mass storage for the system 600. In some
implementations, the storage device(s) 630 may include one
or more computer-readable media. For example, the storage
device(s) 630 may include a floppy disk device, a hard disk
device, an optical disk device, or a tape device. The storage
device(s) 630 may include read-only memory, random
access memory, or both. The storage device(s) 630 may
include one or more of an internal hard drive, an external
hard drive, or a removable drive.

One or both of the memory 620 or the storage device(s)
630 may include one or more computer-readable storage
media (CRSM). The CRSM may include one or more of an
electronic storage medium, a magnetic storage medium, an
optical storage medium, a magneto-optical storage medium,
a quantum storage medium, a mechanical computer storage
medium, and so forth. The CRSM may provide storage of
computer-readable instructions describing data structures,
processes, applications, programs, other modules, or other
data for the operation of the system 600. In some imple-
mentations, the CRSM may include a data store that pro-
vides storage of computer-readable instructions or other
information in a non-transitory format. The CRSM may be
incorporated into the system 600 or may be external with
respect to the system 600. The CRSM may include read-only
memory, random access memory, or both. One or more
CRSM suitable for tangibly embodying computer program
instructions and data may include any type of non-volatile
memory, including but not limited to: semiconductor
memory devices, such as EPROM, EEPROM, and flash
memory devices; magnetic disks such as internal hard disks

5

10

15

20

25

30

35

40

45

50

55

60

65

14

and removable disks; magneto-optical disks; and CD-ROM
and DVD-ROM disks. In some examples, the processor(s)
610 and the memory 620 may be supplemented by, or
incorporated into, one or more application-specific inte-
grated circuits (ASICs).

The system 600 may include one or more I/O devices 650.
The T/O device(s) 650 may include one or more input
devices such as a keyboard, a mouse, a pen, a game
controller, a touch input device, an audio input device (e.g.,
amicrophone), a gestural input device, a haptic input device,
an image or video capture device (e.g., a camera), or other
devices. In some examples, the I[/O device(s) 650 may also
include one or more output devices such as a display,
LED(s), an audio output device (e.g., a speaker), a printer, a
haptic output device, and so forth. The 1/O device(s) 650
may be physically incorporated in one or more computing
devices of the system 600, or may be external with respect
to one or more computing devices of the system 600.

The system 600 may include one or more I/O interfaces
640 to enable components or modules of the system 600 to
control, interface with, or otherwise communicate with the
VO device(s) 650. The 1/O interface(s) 640 may enable
information to be transferred in or out of the system 600, or
between components of the system 600, through serial
communication, parallel communication, or other types of
communication. For example, the I/O interface(s) 640 may
comply with a version of the RS-232 standard for serial
ports, or with a version of the IEEE 1284 standard for
parallel ports. As another example, the I/O interface(s) 640
may be configured to provide a connection over Universal
Serial Bus (USB) or Ethernet. In some examples, the /O
interface(s) 640 may be configured to provide a serial
connection that is compliant with a version of the IEEE 1394
standard.

The T/O interface(s) 640 may also include one or more
network interfaces that enable communications between
computing devices in the system 600, or between the system
600 and other network-connected computing systems. The
network interface(s) may include one or more network
interface controllers (NICs) or other types of transceiver
devices configured to send and receive communications over
one or more networks using any network protocol.

Computing devices of the system 600 may communicate
with one another, or with other computing devices, using
one or more networks. Such networks may include public
networks such as the internet, private networks such as an
institutional or personal intranet, or any combination of
private and public networks. The networks may include any
type of wired or wireless network, including but not limited
to local area networks (LANs), wide area networks (WANS),
wireless WANs (WWANs), wireless LANs (WLANS),
mobile communications networks (e.g., 3G, 4G, Edge, etc.),
and so forth. In some implementations, the communications
between computing devices may be encrypted or otherwise
secured. For example, communications may employ one or
more public or private cryptographic keys, ciphers, digital
certificates, or other credentials supported by a security
protocol, such as any version of the Secure Sockets Layer
(SSL) or the Transport Layer Security (TLS) protocol.

The system 600 may include any number of computing
devices of any type. The computing device(s) may include,
but are not limited to: a personal computer, a smartphone, a
tablet computer, a wearable computer, an implanted com-
puter, a mobile gaming device, an electronic book reader, an
automotive computer, a desktop computer, a laptop com-
puter, a notebook computer, a game console, a home enter-
tainment device, a network computer, a server computer, a
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mainframe computer, a distributed computing device (e.g., a
cloud computing device), a microcomputer, a system on a
chip (SoC), a system in a package (SiP), and so forth.
Although examples herein may describe computing
device(s) as physical device(s), implementations are not so
limited. In some examples, a computing device may include
one or more of a virtual computing environment, a hyper-
visor, an emulation, or a virtual machine executing on one
or more physical computing devices. In some examples, two
or more computing devices may include a cluster, cloud,
farm, or other grouping of multiple devices that coordinate
operations to provide load balancing, failover support, pat-
allel processing capabilities, shared storage resources,
shared networking capabilities, or other aspects.

Implementations and all of the functional operations
described in this specification may be realized in digital
electronic circuitry, or in computer software, firmware, or
hardware, including the structures disclosed in this specifi-
cation and their structural equivalents, or in combinations of
one or more of them. Implementations may be realized as
one or more computer program products, i.e., one or more
modules of computer program instructions encoded on a
computer readable medium for execution by, or to control
the operation of, data processing apparatus. The computer
readable medium may be a machine-readable storage
device, a machine-readable storage substrate, a memory
device, a composition of matter effecting a machine-read-
able propagated signal, or a combination of one or more of
them. The term “computing system” encompasses all appa-
ratus, devices, and machines for processing data, including
by way of example a programmable processor, a computer,
or multiple processors or computers. The apparatus may
include, in addition to hardware, code that creates an execu-
tion environment for the computer program in question, e.g.,
code that constitutes processor firmware, a protocol stack, a
database management system, an operating system, or a
combination of one or more of them. A propagated signal is
an artificially generated signal, e.g., a machine-generated
electrical, optical, or electromagnetic signal that is generated
to encode information for transmission to suitable receiver
apparatus.

A computer program (also known as a program, software,
software application, script, or code) may be written in any
appropriate form of programming language, including com-
piled or interpreted languages, and it may be deployed in any
appropriate form, including as a standalone program or as a
module, component, subroutine, or other unit suitable for
use in a computing environment. A computer program does
not necessarily correspond to a file in a file system. A
program may be stored in a portion of a file that holds other
programs or data (e.g., one or more scripts stored in a
markup language document), in a single file dedicated to the
program in question, or in multiple coordinated files (e.g.,
files that store one or more modules, sub programs, or
portions of code). A computer program may be deployed to
be executed on one computer or on multiple computers that
are located at one site or distributed across multiple sites and
interconnected by a communication network.

The processes and logic flows described in this specifi-
cation may be performed by one or more programmable
processors executing one or more computer programs to
perform functions by operating on input data and generating
output. The processes and logic flows may also be per-
formed by, and apparatus may also be implemented as,
special purpose logic circuitry, e.g., an FPGA (field pro-
grammable gate array) or an ASIC (application specific
integrated circuit).
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Processors suitable for the execution of a computer pro-
gram include, by way of example, both general and special
purpose microprocessors, and any one or more processors of
any appropriate kind of digital computer. Generally, a pro-
cessor may receive instructions and data from a read only
memory or a random access memory ot both. Elements of a
computer can include a processor for performing instruc-
tions and one or more memory devices for storing instruc-
tions and data. Generally, a computer may also include, or
be operatively coupled to receive data from or transfer data
to, or both, one or more mass storage devices for storing
data, e.g., magnetic, magneto optical disks, or optical disks.
However, a computer need not have such devices. Moreover,
a computer may be embedded in another device, e.g., a
mobile telephone, a personal digital assistant (PDA), a
mobile audio player, a Global Positioning System (GPS)
receiver, to name just a few. Computer readable media
suitable for storing computer program instructions and data
include all forms of non-volatile memory, media and
memory devices, including by way of example semiconduc-
tor memory devices, e.g., EPROM, EEPROM, and flash
memory devices; magnetic disks, e.g., internal hard disks or
removable disks; magneto optical disks; and CD ROM and
DVD-ROM disks. The processor and the memory may be
supplemented by, or incorporated in, special purpose logic
circuitry.

To provide for interaction with a user, implementations
may be realized on a computer having a display device, e.g,,
a CRT (cathode ray tube) or LCD (liquid crystal display)
monitor, for displaying information to the user and a key-
board and a pointing device, e.g., a mouse or a trackball, by
which the user may provide input to the computer. Other
kinds of devices may be used to provide for interaction with
a user as well; for example, feedback provided to the user
may be any appropriate form of sensory feedback, e.g.,
visual feedback, auditory feedback, or tactile feedback; and
input from the user may be received in any appropriate form,
including acoustic, speech, or tactile input.

Implementations may be realized in a computing system
that includes a back end component, e.g., as a data server, or
that includes a middleware component, e.g., an application
server, or that includes a front end component, e.g., a client
computer having a graphical Ul or a web browser through
which a user may interact with an implementation, or any
appropriate combination of one or more such back end,
middleware, or front end components. The components of
the system may be interconnected by any appropriate form
or medium of digital data communication, e.g., a commu-
nication network. Examples of communication networks
include a local area network (“LAN”) and a wide area
network (“WAN”), e.g., the Internet.

The computing system may include clients and servers. A
client and server are generally remote from each other and
typically interact through a communication network. The
relationship of client and server arises by virtue of computer
programs running on the respective computers and having a
client-server relationship to each other.

While this specification contains many specifics, these
should not be construed as limitations on the scope of the
disclosure or of what may be claimed, but rather as descrip-
tions of features specific to particular implementations.
Certain features that are described in this specification in the
context of separate implementations may also be imple-
mented in combination in a single implementation. Con-
versely, various features that are described in the context of
a single implementation may also be implemented in mul-
tiple implementations separately or in any suitable sub-
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combination. Moreover, although features may be described
above as acting in certain combinations and even initially
claimed as such, one or more features from a claimed
combination may in some examples be excised from the
combination, and the claimed combination may be directed
to a sub-combination or variation of a sub-combination.

Similarly, while operations are depicted in the drawings in
a particular order, this should not be understood as requiring
that such operations be performed in the particular order
shown or in sequential order, or that all illustrated operations
be performed, to achieve desirable results. In certain cir-
cumstances, multitasking and parallel processing may be
advantageous. Moreover, the separation of various system
components in the implementations described above should
not be understood as requiring such separation in all imple-
mentations, and it should be understood that the described
program components and systems may generally be inte-
grated together in a single software product or packaged into
multiple software products.

A number of implementations have been described. Nev-
ertheless, it will be understood that various modifications
may be made without departing from the spirit and scope of
the disclosure. For example, various forms of the flows
shown above may be used, with steps re-ordered, added, or
removed. Accordingly, other implementations are within the
scope of the following claims.

What is claimed is:
1. A computer-implemented method performed by at least
one processor, the method comprising:
receiving, by the at least one processor, textual data that
is typed into a chat client, by a first user during a time
period, for communication to a second user, wherein
the textual data comprises first natural language data;
determining, by the at least one processor, a state of the
first user during the time period when the textual data
is typed into the chat client, the state determined based
on biometric data that is generated by at least one
sensor device measuring at least one physiological
characteristic of the first user during the time period,
wherein the at least one sensor device comprises a
wearable device separate from the at least one proces-
sor;
transforming, by the at least one processor, the textual
data to generate transformed textual data and an emo-
tional indicator based at least partly on the state,
wherein the transformed textual data comprises second
natural language data, the emotional indicator com-
prises an icon, a color, an image, a textual descriptor, an
audio signal, or any combination thereof] correspond-
ing to the state of the first user, and transforming the
textual data to generate the transformed textual com-
prises:
determining whether one or more dictionary entries
correspond to the state of the first user;
transforming the textual data into the transformed tex-
tual data using the one or more dictionary entries in
response to the one or more dictionary entries cor-
responding to the state of the first user; and
transforming the textual data into the transformed tex-
tual data using one or more default dictionary entries
in response to the one or more dictionary entries not
corresponding to the state of the first user, wherein
the one or more default dictionary entries are emo-
tion-agnostic; and
communicating, by the at least one processor, the trans-
formed textual data and the emotional indicator to be
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presented to the second user through an electronic
display of a computing device.
2. The method of claim 1, wherein transforming the
textual data includes translating the textual data from the
first natural language data to generate the transformed
textual data in the second natural language data.
3. The method of claim 2, wherein the translating
includes:
performing a first translation of at least a portion of the
textual data from the first natural language data to
generate at least a portion of the transformed textual
data in the second natural language data;

determining, based on an updated state of the first user,
that the first translation is incorrect; and

performing, based on the updated state of the first user, a

second translation of at least the portion of the textual
data from the first natural language data to generate at
least the portion of the transformed textual data in the
second natural language data.

4. The method of claim 3, comprising presenting the first
translation for viewing by the first user during an additional
time period.

5. The method of claim 4, comprising determining the
updated state of the first user during the additional time
period based on additional biometric data that is generated
by the at least one sensor device measuring the at least one
physiological characteristic of the first user during the
additional time period.

6. The method of claim 1, wherein the transformed textual
data is generated to include metadata that corresponds to the
emotional indicator, the state of the first user, or both.

7. The method of claim 1, wherein the biometric data
indicates a heart rate, a pulse, a perspiration level, a blood
pressure, a galvanic skin response, a pupil dilation, a neural
oscillation activity, or any combination thereof.

8. The method of claim 1, wherein transforming the
textual data to generate the transformed textual data employs
a convolutional neural network including at least one layer
that performs an analysis based on the state of the first user.

9. The method of claim 1, wherein the emotional indicator
comprises an emoticon, an emoji, or both.

10. The method of claim 9, wherein communicating the
emotional indicator to be presented to the second user
through a computing device comprises presenting the emoti-
con, the emoji, or both, in another chat client for viewing by
the second user.

11. The method of claim 1, wherein the one or more
dictionary entries correspond to a category of users includ-
ing the first user, and the category of users comprises a
demographic-based category, a location-based category, or
both.

12. The method of claim 1, comprising determining, by
the at least one processor, the state of the first user based on
an increase or a decrease in typing speed of the first user over
the time period.

13. A system, comprising:

at least one processor; and

a memory communicatively coupled to the at least one

processor, the memory storing instructions which,

when executed by the at least one processor, cause the

at least one processor to perform operations compris-

ing:

receiving textual data that is typed into a chat client, by
a first user during a time period, for communication
to a second user, wherein the textual data comprises
first natural language data;
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determining a state of the first user during the time
period when the textual data is typed into the chat
client, the state determined based on biometric data
that is generated by at least one sensor device
measuring at least one physiological characteristic of
the first user during the time period, wherein the at
least one sensor device comprises a wearable device
separate from the at least one processor;
transforming the textual data to generate transformed
textual data and an emotional indicator based at least
partly on the state, wherein the transformed textual
data comprises second natural language data, the
emotional indicator comprises an icon, a color, an
image, a textual descriptor, an audio signal, or any
combination thereof, corresponding to the state of
the first user, and transforming the textual data to
generate the transformed textual comprises:
determining whether one or more dictionary entries
correspond to the state of the first user;
transforming the textual data into the transformed
textual data using the one or more dictionary
entries in response to the one or more dictionary
entries corresponding to the state of the first user;
and
transforming the textual data into the transformed
textual data using one or more default dictionary
entries in response to the one or more dictionary
entries not corresponding to the state of the first
user, wherein the one or more default dictionary
entries are emotion-agnostic; and
communicating the transformed textual data and the
emotional indicator to be presented to the second
user through an electronic display of a computing
device.
14. The system of claim 13, wherein transforming the
textual data includes translating the textual data from the
first natural language data to generate the transformed
textual data in the second natural language data.
15. The system of claim 14, wherein the translating
includes:
performing a first translation of at least a portion of the
textual data from the first natural language data to
generate at least a portion of the transformed textual
data in the second natural language data;

determining, based on an updated state of the first user,
that the first translation is incorrect; and

performing, based on the updated state of the first user, a

second translation of at least the portion of the textual
data from the first natural language data to generate at
least the portion of the transformed textual data in the
second natural language data.
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16. The system of claim 13, wherein the transformed
textual data is generated to include metadata that corre-
sponds to the emotional indicator, the state of the first user,
or both.

17. The system of claim 13, wherein the emotional
indicator comprises an emoticon, an emoji, or both.

18. One or more computer-readable media storing instruc-
tions which, when executed by at least one processor, cause
the at least one processor to perform operations comprising:

receiving textual data that is typed into a chat client, by a

first user during a time period, for communication to a
second user, wherein the textual data comprises first
natural language data;

determining a state of the first user during the time period

when the textual data is typed into the chat client, the
state determined based on biometric data that is gen-
erated by at least one sensor device measuring at least
one physiological characteristic of the first user during
the time period, wherein the at least one sensor device
comprises a wearable device separate from the at least
one processor;

transforming the textual data to generate transformed

textual data and an emotional indicator based at least
partly on the state, wherein the transformed textual data
comprises second natural language data, the emotional
indicator comprises an icon, a color, an image, a textual
descriptor, an audio signal, or any combination thereof,
corresponding to the state of the first user, and trans-
forming the textual data to generate the transformed
textual comprises:
determining whether one or more dictionary entries
correspond to the state of the first user;
transforming the textual data into the transformed tex-
tual data using the one or more dictionary entries in
response to the one or more dictionary entries cor-
responding to the state of the first user; and
transforming the textual data into the transformed tex-
tual data using one or more default dictionary entries
in response to the one or more dictionary entries not
corresponding to the state of the first user, wherein
the one or more default dictionary entries are emo-
tion-agnostic; and
communicating the transformed textual data and the emo-
tional indicator to be presented to the second user
through an electronic display of a computing device.

19. The one or more computer-readable media of claim
18, wherein the emotional indicator comprises an emoticon,
an emoji, or both.
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