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THINKING CAP: COMBINING
PERSONALIZED, MODEL-DRIVEN, AND

ADAPTIVE HIGH DEFINITION

TRANS-CRANIAL STIMULATION (HD-TCS)

WITH FUNCTIONAL NEAR-INFRARED

SPECTROSCOPY (FNIRS) AND
ELECTROENCEPHALOGRAPHY (EEG)

BRAIN STATE MEASUREMENT AND
FEEDBACK

CROSS-REFERENCE TO RELATED
APPLICATIONS

This is a Non-Provisional Application of U.S. Provisional
Application No. 62/099,835, filed in the United States on
Jan. 5, 2015, entitled, “The Thinking Cap: Combining
Personalized, Model-Driven, and Adaptive HD-tCS with
fNIRs and EEG Brain State Measurement and Feedback,”
which is incorporated herein by reference in its entirety.

BACKGROUND OF INVENTION
(1) Field of Invention

The present invention relates to a system for mapping user
behavior to brain regions of interest and, more particularly,
to a system for mapping user behavior to brain regions of
interest using a combination of cognitive-behavioral and
functional-anatomical modeling.

(2) Description of Related Art

Neurostimulation has been recently developed as a viable
tool for: cognitive training and enhancement, rapid recovery
from brain injury including stroke, traumatic-brain-injuries,
and as a teaching and learning assistance tool. However,
while a number of experiments have demonstrated perfor-
mance enhancement due to various forms of neurostimula-
tion interventions, most studies show high variability and a
tendency for some users to do worse even though the overall
performance of the user pool improves (see the List of
Incorporated Literature References, Literature Reference
No. 47).

Current methods of cognitive enhancing neurostimulation
have been limited by task specific improvements, a lack of
personalization and adaptation, and a limited understanding
of mechanistic changes. These methods have shown only
limited applicability and transition potential to working
environments.

Other methods use anatomical models, such as those
described in Literature Reference Nos. 2 and 3, to direct
neurostimulation, but cannot make predictions of human or
animal cognitive behaviors based on neurobiological
mechanisms through lesion studies or neurotransmitter
imbalances (see Literature Reference No. 4).

Thus, a continuing need exists for a system that will
personalize and adapt neurostimulations to pinpoint the
phenotypic neurobiological mechanisms across a large
population with a variety of neural imaging methods.

SUMMARY OF THE INVENTION

The present invention relates to a system for mapping user
behavior to brain regions of interest and, more particularly,
to a system for mapping user behavior to brain regions of
interest using a combination of cognitive-behavioral and
functional-anatomical modeling. The system comprises one
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or more processors and a memory having instructions such
that when the instructions are executed, the one or more
processors perform multiple operations. Using a functional-
anatomical model coupled to a cognitive-behavior model, a
set of high-definition neurostimulations is selected, wherein
the selected set of high-definition neurostimulations targets
specific regions of the user’s brain. Conditions in the user’s
brain state are sensed during application of the set of
high-definition neurostimulations and performance of a
selected behavioral task using at least one brain monitoring
technique. The coupled functional-anatomical and cogni-
tive-behavior models are adapted until the desired brain state
is reached.

In another aspect, a set of behavioral performance defi-
ciencies in the user is assessed. The set of behavioral
performance deficiencies are associated with brain states in
various brain regions of the user. The user is analyzed with
a neuroimaging device as the user performs a plurality of
behavioral tasks, wherein the user’s performance is used to
parameterize the cognitive-behavior model. The cognitive-
behavior model is implemented in a cognitive simulator. The
cognitive-behavior model is used to predict the user’s pet-
formance for a plurality of related behavioral tasks. The
cognitive-behavior model is used to generate the set of
behavioral tasks. For each task, the set of behavioral tasks is
searched for the desired brain state for the user.

In another aspect, the functional-anatomical model is used
to associate brain regions of the user for the desired brain
state to specific physical locations within the skull of the
user. The functional-anatomical model is used to select the
set of high-definition neurostimulations to be applied to
reach the associated brain regions of the user effectively to
induce the desired brain state.

In another aspect, the cognitive-behavior model is used to
assess changes in the user’s brain state as the user performs
the selected behavioral task. A new behavioral task in the set
of behavioral tasks is output for the user to perform.

In another aspect, the cognitive-behavior model is used to
identify specific regions of the user’s brain to be targeted
with a selected set of high-definition neurostimulations
during performance of the new behavioral task based on a
previous brain state of the user.

In another aspect, two brain monitoring techniques are
used to sense changed in the user’s brain state, wherein the
first brain monitoring technique is electoencephalography
(EEG) to monitor brain activity in an anterior cingulate
region of the user’s brain, and wherein the second brain
monitoring technique is functional near-infrared spectros-
copy (INIRS) to monitor brain activity in a prefrontal cortex
region of the user’s brain.

In another aspect, the system selects using a cognitive-
behavior model, a behavioral task from a set of behavioral
tasks that is suited for a desired brain state.

In another aspect, the system applies the set of high-
definition neurostimulations to the user during performance
of the selected behavioral task.

In another aspect, the present invention also comprises a
method for causing a processor to perform the operations
described herein and performing the listed operations.

Finally, in yet another aspect, the present invention also
comprises a computer program product comprising com-
puter-readable instructions stored on a non-transitory com-
puter-readable medium that are executable by a computer
having a processor for causing the processor to perform the
operations described herein.

BRIEF DESCRIPTION OF THE DRAWINGS

The objects, features and advantages of the present inven-
tion will be apparent from the following detailed descrip-
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tions of the various aspects of the invention in conjunction
with reference to the following drawings, where:

FIG. 1 is a block diagram depicting the components of a
system for mapping user behavior to brain regions of interest
according to some embodiments of the present disclosure;

FIG. 2 is an illustration of a computer program product
according to some embodiments of the present disclosure;

FIG. 3 is an illustration of the creation of personalized
models based on sensed brain activity according to some
embodiments of the present disclosure;

FIG. 4 is an illustration of functions of cognitive-behav-
ioral and functional-anatomical models according to some
embodiments of the present disclosure;

FIG. 5 15 an illustration of multi-modal brain-state detec-
tion according to some embodiments of the present disclo-
sure;

FIG. 6 is an illustration of targeted modulation of brain
states via personalized cognitive and anatomical models
according to some embodiments of the present disclosure;

FIG. 7 is an illustration of personalized functional-ana-
tomical models targeting neurostimulations for optimal
brain state induction according to some embodiments of the
present disclosure;

FIG. 8 is an illustration of the targeted change of brain
states according to some embodiments of the present dis-
closure;

FIG. 9A is an illustration of optimal brain state induction
according to some embodiments of the present disclosure;

FIG. 9B is an illustration of prefrontal cortex activity
during behavioral training according to prior art; and

FIG. 10 is an illustration of a human subject receiving
neurostimulation according to some embodiments of the
present disclosure.

DETAILED DESCRIPTION

The present invention relates to a system for mapping user
behavior to brain regions of interest and, more particularly,
to a system for mapping user behavior to brain regions of
interest using a combination of cognitive-behavioral and
functional-anatomical modeling. The following description
is presented to enable one of ordinary skill in the art to make
and use the invention and to incorporate it in the context of
particular applications. Various modifications, as well as a
variety of uses in different applications will be readily
apparent to those skilled in the art, and the general principles
defined herein may be applied to a wide range of aspects.
Thus, the present invention is not intended to be limited to
the aspects presented, but is to be accorded the widest scope
consistent with the principles and novel features disclosed
herein.

In the following detailed description, numerous specific
details are set forth in order to provide a more thorough
understanding of the present invention. However, it will be
apparent to one skilled in the art that the present invention
may be practiced without necessarily being limited to these
specific details. In other instances, well-known structures
and devices are shown in block diagram form, rather than in
detail, in order to avoid obscuring the present invention.

The reader’s attention is directed to all papers and docu-
ments which are filed concurrently with this specification
and which are open to public inspection with this specifi-
cation, and the contents of all such papers and documents are
incorporated herein by reference. All the features disclosed
in this specification, (including any accompanying claims,
abstract, and drawings) may be replaced by alternative
features serving the same, equivalent or similar purpose,
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unless expressly stated otherwise. Thus, unless expressly
stated otherwise, each feature disclosed is one example only
of a generic series of equivalent or similar features.

Furthermore, any element in a claim that does not explic-
itly state “means for” performing a specified function, or
“step for” performing a specific function, is not to be
interpreted as a “means” or “step” clause as specified in 35
U.S.C. Section 112, Paragraph 6. In particular, the use
of“step of” or “act of” in the claims herein is not intended
to invoke the provisions of 35 U.S.C. 112, Paragraph 6.

Please note, if used, the labels left, right, front, back, top,
bottom, forward, reverse, clockwise and counter-clockwise
have been used for convenience purposes only and are not
intended to imply any particular fixed direction. Instead,
they are used to reflect relative locations and/or directions
between various portions of an object. As such, as the
present invention is changed, the above labels may change
their orientation.

Before describing the invention in detail, first a list of
incorporated literature references as used in the description
is provided. Next, a description of various principal aspects
of the present invention is provided. Following that is an
introduction that provides an overview of the present inven-
tion. Finally, specific details of the present invention are
provided to give an understanding of the specific aspects.

(1) LIST OF INCORPORATED LITERATURE
REFERENCES

The following references are incorporated and cited
throughout this application. For clarity and convenience, the
references are listed herein as a central resource for the
reader. The following references are hereby incorporated by
reference as though fully included herein. The references are
cited in the application by referring to the corresponding
literature reference number, as follows:

1. Merzagora, Anna C., G. Foffani, I. Panyavin, L. Mordillo-
Mateos, J. Aguilar, Banu Onaral, and A. Oliviero. “Pre-
frontal hemodynamic changes produced by anodal direct
current stimulation.” Neuroimage 49, no. 3 (2010): 2304-
2310.

2. Bikson, M., Rahman, A., & Datta, A. (2012). Computa-
tional models of transcranial direct current stimulation.
Clinical EEG and Neuroscience, 43(3), 176-183.

3. Molaee-Ardekani, B., Marquez-Ruiz, I., Merlet, 1., Leal-
Campanario, R., Gruart, A., Snchez-Campusano, R., &
Wendling, F. (2012). Effects of transcranial Direct Current
Stimulation (tDCS) on cortical activity: A computational
modeling study. Brain stimulation.

4. Norman, K. A, & O’Reilly, R. C. (2003). Modeling
hippocampal and neocortical contributions to recognition
memory: a complementary-learning-systems approach.
Psychological review, 110(4), 611.

5. John R Anderson, Daniel Bothell, Michael D Byrne, Scott
Douglass, Christian Lebiere, and Yulin Qin. An integrated
theory of the mind. Psychological review, 111(4):1036,
2004.

6. Andrea Antal and Walter Paulus. Transcranial direct
current stimulation and visual perception. Perception,
37(3):367-74, 2008.

7. Hasan Ayaz, M P Cakir, K Izzetoglu, Adrian Curtin,
Patricia A Shewokis, Scott C Bunce, and Banu Onaral.
Monitoring expertise development during simulated UAV
piloting tasks using optical brain imaging. In Aerospace
Conference, 2012 IEEE, pages 1-11. IEEE, 2012.
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8. Siwei Bai, Colleen Loo, and Socrates Dokos. A review of
computational models of transcranial electrical stimula-
tion. Critical Reviews™ in Biomedical Engineering,
2013.

9. Paulo S Boggio, Roberta Ferrucci, Sergio P Rigonatti,
Priscila Covre, Michael Nitsche, Alvaro Pascual-Leone,
and Felipe Fregni. Effects of transcranial direct current
stimulation on working memory in patients with parkin-
son’s disease. Journal of the neurological sciences, 249
(1):31-38, 2006.

10. Jeffrey J Borckardt, Marom Bikson, Heather Frohman,
Scott T Reeves, Abhishek Datta, Varun Bansal, Alok
Madan, Kelly Barth, and Mark S George. A pilot study of
the tolerability and effects of high-definition transcranial
direct current stimulation (hd-tdcs) on pain perception.
The Journal of Pain, 13(2): 112-120, 2012.

11. Jelmer P Borst and John R Anderson. Using model-based
functional MRI to locate working memory updates and
declarative memory retrievals in the fronto-parietal net-
work. Proceedings of the National Academy of Sciences,
110(5):1628-1633, 2013.

12. Angela Brunstein, Shawn Betts, and John R Anderson.
Practice enables successful learning under minimal guid-
ance. Journal of Educational Psychology, 101(4):790,
2009.

13. Richard P Chi and Allan W Snyder. Facilitate insight by
non-invasive brain stimulation. PLoS One, 6(2):e166535,
2011.

14. Evangelia G Chrysikou, Roy H Hamilton, H Branch
Coslett, Abhishek Datta, Marom Bikson, and Sharon L
Thompson-Schill. Noninvasive transcranial direct current
stimulation over the left prefrontal cortex facilitates cog-
nitive flexibility in tool use. Cognitive Neuroscience,
(ahead-of-print): 1-9, 2013.

15. Larry 7 Daily, Marsha C Lovett, and Lynne M Reder.
Modeling individual differences in working memory pet-
formance: A source activation account. Cognitive Sci-
ence, 25(3):315-353, 2001.

16. Abbishek Datta, Varun Bansal, Julian Diaz, Jinal Patel,
Davide Reato, and Marom Bikson. Gyri-precise head
model of transcranial direct current stimulation: improved
spatial focality using a ring electrode versus conventional
rectangular pad. Brain stimulation, 2(4):201-207, 2009.

17. Abhishek Datta, Dennis Truong, Preet Minhas, Lucas C
Parra, and Marom Bikson. Inter-individual variation dur-
ing transcranial direct current stimulation and normaliza-
tion of dose using mri-derived computational models.
Frontiers in Psychiatry, 3, 2012.

18. Fran Dayan, Nitzan Censor, Fthan R Buch, Marco
Sandrini, and Leonardo G Cohen. Noninvasive brain
stimulation: from physiology to network dynamics and
back. Nature neuroscience, 16(7):838-844, 2013.

19. Mario Dipoppa and Boris S Gutkin. Flexible frequency
control of cortical oscillations enables computations
required for working memory. Proceedings of the
National Academy of Sciences, 2013.

20. Jacek P Dmochowski, Abhishek Datta, Marom Bikson,
Yuzhuo Su, and Lucas C Parra. Optimized multi-electrode
stimulation increases focality and intensity at target. Jour-
nal of neural engineering, 8(4):046011, 2011.

21. Colleen A Dockery, Ruth Hueckel-Weng, Niels Bir-
baumer, and Christian Plewnia. Enhancement of planning
ability by transcranial direct current stimulation. The
Journal of Neuroscience, 29(22):7271-7277, 2009.

22. Dylan Edwards, Mar Cortes, Abhishek Datta, Preet
Minhas, Eric M Wassermann, and Marom Bikson. Physi-
ological and modeling evidence for focal transcranial

10

20

25

40

45

60

65

6

electrical brain stimulation in humans: a basis for high-
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(2) PRINCIPAL ASPECTS

The present invention has three “principal” aspects. The
first is a system for system for mapping user behavior to
brain regions of interest. The system is typically in the form
of a computer system operating software or in the form of a
“hard-coded” instruction set. This system may be incorpo-
rated into a wide variety of devices that provide different
functionalities. The second principal aspect is a method,
typically in the form of software, operated using a data
processing system (computer). The third principal aspect is
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a computer program product. The computer program prod-
uct generally represents computer-readable instructions
stored on a non-transitory computer-readable medium such
as an optical storage device, e.g., a compact disc (CD) or
digital versatile disc (DVD), or a magnetic storage device
such as a floppy disk or magnetic tape. Other, non-limiting
examples of computer-readable media include hard disks,
read-only memory (ROM), and flash-type memories. These
aspects will be described in more detail below.

A block diagram depicting an example of a system (i.e.,
computer system 100) of the present invention is provided in
FIG. 1. The computer system 100 is configured to perform
calculations, processes, operations, and/or functions associ-
ated with a program or algorithm. In one aspect, certain
processes and steps discussed herein are realized as a series
of instructions (e.g., software program) that reside within
computer readable memory units and are executed by one or
more processors of the computer system 100. When
executed, the instructions cause the computer system 100 to
perform specific actions and exhibit specific behavior, such
as described herein. The one or more processors may have
an associated memory with executable instructions encoded
thereon such that when executed, the one or more processors
perform multiple operations. The associated memory is, for
example, a non-transitory computer readable medium.

The computer system 100 may include an address/data
bus 102 that is configured to communicate information.
Additionally, one or more data processing units, such as a
processor 104 (or processors), are coupled with the address/
data bus 102. The processor 104 is configured to process
information and instructions. In an aspect, the processor 104
is a microprocessor. Alternatively, the processor 104 may be
a different type of processor such as a parallel processor, or
a field programmable gate array.

The computer system 100 is configured to utilize one or
more data storage units. The computer system 100 may
include a volatile memory unit 106 (e.g., random access
memory (“RAM”), static RAM, dynamic RAM, etc.)
coupled with the address/data bus 102, wherein a volatile
memory unit 106 is configured to store information and
instructions for the processor 104. The computer system 100
further may include a non-volatile memory unit 108 (e.g.,
read-only memory (“ROM”), programmable ROM
(“PROM”), erasable programmable ROM (“EPROM”),
electrically erasable programmable ROM “EEPROM”),
flash memory, etc.) coupled with the address/data bus 102,
wherein the non-volatile memory unit 108 is configured to
store static information and instructions for the processor
104. Alternatively, the computer system 100 may execute
instructions retrieved from an online data storage unit such
as in “Cloud” computing. In an aspect, the computer system
100 also may include one or more interfaces, such as an
interface 1 10, coupled with the address/data bus 102. The
one or more interfaces are configured to enable the computer
system 100 to interface with other electronic devices and
computer systems. The communication interfaces imple-
mented by the one or more interfaces may include wireline
(e.g., serial cables, modems, network adaptors, etc.) and/or
wireless (e.g., wireless modems, wireless network adaptors,
etc.) communication technology.

In one aspect, the computer system 100 may includes one
or more of an input device 112 coupled with the address/data
bus 102, wherein the input device 112 is configured to
communicate information and command selections to the
processor 100. In accordance with one aspect, the input
device 112 includes an alphanumeric input device, such as
a keyboard, that may include alphanumeric and/or function
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keys. Alternatively or in addition, the input device 112 may
include an input device other than an alphanumeric input
device. For example, the input device 112 may include one
or more sensors, such as a camera for video or still images,
a microphone, or a neural sensor. Other example input
devices 112 may include an accelerometer, a GPS sensor, or
a gyroscope.

In an aspect, the computer system 100 may include a
cursor control device 114 coupled with the address/data bus
102, wherein the cursor control device 114 is configured to
communicate user input information and/or command selec-
tions to the processor 100. In an aspect, the cursor control
device 114 is implemented using a device such as a mouse,
a track-ball, a track-pad, an optical tracking device, or a
touch screen. The foregoing notwithstanding, in an aspect,
the cursor control device 114 is directed and/or activated via
input from the input device 112, such as in response to the
use of special keys and key sequence commands associated
with the input device 112. In an alternative aspect, the cursor
control device 114 is configured to be directed or guided by
voice commands.

In an aspect, the computer system 100 further may include
one or more optional computer usable data storage devices,
such as a storage device 116, coupled with the address/data
bus 102. The storage device 116 is configured to store
information and/or computer executable instructions. In one
aspect, the storage device 116 is a storage device such as a
magnetic or optical disk drive (e.g., hard disk drive
(“HDD”), floppy diskette, compact disk read only memory
(“CD-ROM”), digital versatile disk (“DVD”)). Pursuant to
one aspect, a display device 118 is coupled with the address/
data bus 102, wherein the display device 118 is configured
to display video and/or graphics. In an aspect, the display
device 118 may include a cathode ray tube (“CRT”), liquid
crystal display (“LCD”), field emission display (“FED”),
plasma display, or any other display device suitable for
displaying video and/or graphic images and alphanumeric
characters recognizable to a user.

The computer system 100 presented herein is an example
computing environment in accordance with an aspect. How-
ever, the non-limiting example of the computer system 100
is not strictly limited to being a computer system. For
example, an aspect provides that the computer system 100
represents a type of data processing analysis that may be
used in accordance with various aspects described herein.
Moreover, other computing systems may also be imple-
mented. Indeed, the spirit and scope of the present technol-
ogy is not limited to any single data processing environment.
Thus, in an aspect, one or more operations of various aspects
of the present technology are controlled or implemented
using computer-executable instructions, such as program
modules, being executed by a computer. In one implemen-
tation, such program modules include routines, programs,
objects, components and/or data structures that are config-
ured to perform particular tasks or implement particular
abstract data types. In addition, an aspect provides that one
or more aspects of the present technology are implemented
by utilizing one or more distributed computing environ-
ments, such as where tasks are performed by remote pro-
cessing devices that are linked through a communications
network, or such as where various program modules are
located in both local and remote computer-storage media
including memory-storage devices.

An illustrative diagram of a computer program product
(i.e., storage device) embodying the present invention is
depicted in FIG. 2. The computer program product is
depicted as floppy disk 200 or an optical disk 202 such as a
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CD or DVD. However, as mentioned previously, the com-
puter program product generally represents computer-read-
able instructions stored on any compatible non-transitory
computer-readable medium. The term “instructions” as used
with respect to this invention generally indicates a set of
operations to be performed on a computer, and may repre-
sent pieces of a whole program or individual, separable,
software modules. Non-limiting examples of “instruction”
include computer program code (source or object code) and
“hard-coded” electronics (i.e. computer operations coded
into a computer chip). The “instruction” is stored on any
non-transitory computer-readable medium, such as in the
memory of a computer or on a floppy disk, a CD-ROM, and
a flash drive. In either event, the instructions are encoded on
a non-transitory computer-readable medium.

(3) INTRODUCTION

Neurostimulation is an activation of part of the nervous
system using electrodes (or microelectrodes). Non-limiting
examples of neurostimulation include trans-cranial direct-
current stimulation (tDCS), high definition (HD) tDCS, HD
transcranial stimulation (HD-tCS), and transcranial mag-
netic stimulation. There is growing evidence that trans-
cranial neurostimulation interventions can enhance key cog-
nitive faculties associated with adaptive reasoning and
problem solving including creativity (see Literature Refer-
ence No. 44), visual perception (see Literature Reference
No. 6), visuospatial attention (see Literature Reference No.
51), and working memory functions (see Literature Refer-
ence No. 24). Trans-cranial direct-current stimulation
(tIDCS) is believed to either enhance or suppress the acti-
vation of neurons depending on the polarity of the electric
field within the neural tissue (see Literature Reference No.
18). When this change in neural excitability is combined
with endogenous neural activation during a person’s task-
generated activities, neural firing patterns are altered leading
to both short-term and long-term changes in synaptic
strengths.

Conventional two-electrode neurostimulations are impos-
sible to focus on a targeted brain region, thus the resulting
current flow through approximately half of the brain is not
efficacious, especially when considering extended sessions
(see Literature Reference No. 16). Soterix Medical devel-
oped the first technology capable of non-invasive, low-
intensity, targeted electrotherapy, called high-definition
trans-cranial direct-current stimulation (HD-tDCS) (see Lit-
erature Reference No. 62 for a description of HD-tDCS).
This technology can increase, suppress, or drive functional,
localized activity in target brain areas with a degree of
precision and multi-regional parallelization never attainable
using the standard two electrode tDCS.

Unlike deep brain stimulation and transcranial magnetic
stimulation (TMS), HD-tDCS is designed to be portable and
can be used at a clinic or at home with no pain, significant
side effects, or risk of injury. Currents can be guided through
the brain in an application- and subject-specific manner (see
Literature Reference Nos. 10, 17, and 57). In comparison to
conventional tDCS, HD-DCS produces larger and longer-
lasting effects in brain neuroplasticity (see Literature Ref-
erence Nos. 35 and 49). Despite the benefits, this technology
has never been integrated with real-time, closed-loop, multi-
modal sensing for directing neurostimulation, nor has HD-
tDCS been directed through personalized and adaptive mod-
els.

In the system according to some embodiments of the
present disclosure, a combination of cogmtive-behavioral
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and functional-anatomical modeling are employed to pro-
vide comprehensive mapping from user behavior to brain
regions of interest for neurostimulation patterns as described
in further detail below.

Non-model-driven neurostimulation methods have been
shown to enhance cognitive faculties such as inhibitory
control (anodal PFC (prefrontal cortex) stimulation increas-
ing activity (see Literature Reference No. 101)), working
memory-anodal left-dIPFC (dorsolateral PFC (see Literature
Reference No. 9), planning ability-(cathodal/anodal dIPFC
(see Literature Reference No. 21)), task shifting (anodal
dIPFC & M1) (see Literature Reference No. 39), feature
categorization and cognitive control (cathodal left (see Lit-
erature Reference No. 41)), insight (anterior temporal lobe)
(see Literature Reference No. 13), and diminished cognitive
control (Left-PFC) (see Literature Reference No. 14).
Although providing groundwork for functional assignments,
and showing promising results, these singular neurostimu-
lation studies have not tested enhancement effects across
multiple brain regions, networks, dynamic activities or mea-
sured enhancement generalization or duration.

Additionally, previous works have not personalized
stimulation protocols through cognitive-behavioral and
functional-anatomical models for peak performance and
maximal benefit. Further, the overall effectiveness of treat-
ment has been limited by a lack of personalization and
real-time brain state-driven closed-loop feedback. Those
efforts to personalize neurostimulation from computational
models have been limited to purely anatomical models (see
Literature Reference Nos. 2 and 3).

(4) SPECIFIC DETAILS OF THE INVENTION

The system according to some embodiments of the pres-
ent disclosure combines revolutionary work in high-defini-
tion (HD)-neurostimulation with personalized model-driven
behavioral training to induce peak performance and lasting
changes to the underlying neural systems, causing increased
abilities in a variety of possible areas, including, but not
limited to adaptive reasoning, problem solving, memory
enhancement, rehabilitation after traumatic brain injury,
improved executive function and motor performance.

With current state-of-the-art trans-cranial direct-current
stimulation (tDCS), enhancement effects show promise but
vary drastically across subjects, some even declining in
performance. The present invention solves this problem by
using a personalized method that will improve the desired
neural functions using multiple innovations as follows. As
depicted in FIG. 3, users will perform behavioral tasks 300
while brain 302 activity is sensed by neuroimaging, non-
limiting examples of which include fNIRS (functional near-
infrared spectroscopy), EEG (electroencephalogram), and/
or functional magnetic resonance imaging 304. Coupled
cognitive-behavioral models 306 and functional-anatomical
models 308 prescribe behavioral tasks and patterns of neu-
rostimulation (via a task generator 310) to modify brain 302
region activity to improve performance in the desired
region, and HD-neurostimulation (i.e., HD-tDCS stimula-
tion 312) precisely targets those regions. Transcranial direct
current stimulation (tDCS) functions by sending constant,
low direct current through electrodes attached with the head
of a human subject. When these electrodes are placed in the
region of interest, the current induces intracerebral current
flow. This current flow then either increases or decreases the
neuronal excitability in the specific area being stimulated
based on which type of stimulation is being used.
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During training, EEG and fNIRS 304 provide feedback on
a user’s response to stimulation (i.e., HD-tDCS stimulation
312), while the coupled models (the cognitive-behavioral
306 and functional-anatomical 308 models) adapt to reflect
individual differences, performance gains, and personalize
training for peak performance for each individual. These
causal models connect performance with explanatory and
predictive mechanisms. Users will continue to use the sys-
tem until the individual peak performance is obtained.

(4.1) Concept of Operation

The basic concept of operation, shown in FIG. 4, is a
multi-step process of choosing the correct behavioral task
from a set of task options 400, stimulating the correct brain
areas (i.e., task with stimulation 402), measuring the chang-
ing brain states 404, and modifying the personalized model
(cognitive-behavior model 306 and functional-anatomical
model 308). The correct brain areas are selected using the
cognitive-behavioral model 306.

Users first must determine the type of cognitive improve-
ment they desire (i.e., desired brain state 406). Non-limiting
examples of cognitive improvement include increased work-
ing memory capacity, increased motor reaction times, and
increased decision making performance. Once this has been
chosen the cognitive-behavioral model 306 will determine
what task (i.e., chosen task 408) would be best suited for
such improvement. A non-limiting example of a chosen task
408 is aircraft control learning (i.e., learning to fly a plane).
The functional-anatomical model 308 then determines what
stimulation protocol to use for the given task (i.e., task with
stimulation 402). For example, for working memory
improvement, ancdal stimulation of the right dIPFC can be
used, as described in Literature Reference No. 64. The first
time stimulation occurs the stimulation will be a general task
specific stimulation and the models will adapt to the per-
sonal behavioral responses to the task. As a non-limiting
example of a general task specific stimulation, working
memory (a general cognitive faculty) can be trained with an
N-back task and dIPFC stimulation. As the user performs
tasks (i.e., task with stimulation 402) the brain state is
measured (i.e., measured brain state 404) by multiple neural
imaging modalities (fNIRS, EEG and/or fMRI (functional
magnetic resonance imaging)). The cognitive-behavior
model 306 will look for changes in brain states (i.., mea-
sured brain state 404) as the behavioral tasks (i.e., task with
stimulation 402) are performed by the user, suggesting new
tasks as well as identifying regions of interest to be stimu-
lated 1n task with stimulation 402 that are personalized for
the current user based on their previous brain states (i.e.,
measured brain state 404).

The process according to some embodiments of the
present disclosure comprises task selection (i.e., chosen task
408), brain area identification using the cognitive-behavioral
model 306, a stimulation protocol (i.e., task with stimulation
402), analysis of task performance 410 (e.g., percentage of
correct responses), and brain state measurement and analysis
(i.e., measured brain state 404). The process repeats as the
user improves in their desired area of cognitive enhance-
ment.

(4.2) Multi-Modal Sensor Integration

The adaptive stimulation approach according to some
embodiments of the present disclosure incorporates two
modes of brain monitoring to facilitate feedback as the
intervention takes place. The first is to use EEG to monitor
dynamic brainwave power in the alpha and gamma fre-
quency bands over the anterior cingulate region. This should
indicate whether a subject is already predominately in an
analytic or insight mode, as described in Literature Refer-
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ence No. 32. The second is to use fNIRS to monitor activity
in the prefrontal network. fNIRS monitoring of the prefron-
tal cortex has been shown to provide a good indication of
cognitive workload (see Literature Reference No. 8).

Unique advances have been developed to allow both EEG
and fNIRS data to be collected during the stimulation
intervention. For example, HD-tCS (high definition trans-
cranial stimulation) electrodes are the same form factor as
EEG electrodes and can be placed on the same head cap (or
headband). as shown in FIG. 8. Interference between elec-
trical stimulation currents and EEG is avoided by alternating
the timing of the stimulation and EEG data capture switch-
ing up to 250 Hertz (Hz). This ensures sufficient EEG data
can be collected below the Nyquist limit of 125 Hz while
alternating current (AC) stimulation is provided. In this way,
one can collect snippets of EEG data throughout the stimu-
lation period without interference. Although any current
stimulation produces increased blood flow on the scalp that
can interfere with the fNIRS infrared signal, there are ways
to process the {NIRS data to minimize sources of noise so
that it can be used in conjunction with tCS (see Literature
Reference Nos. 1, 26, 27, and 31 for descriptions of pro-
cessing fNIRS data).

FIG. 5 depicts multi-modal brain-state detection. Targeted
change of brain states is achieved by simultaneous excitation
from task-generated activity while providing stimulation
current. Anatomical personalization 500 occurs via func-
tional magnetic resonance imaging (fMRI) and diffusion
tensor imaging (DTT) mapping of individual’s brains (fMRI:
DTI 502). The three-dimensional (3D) volumes of the
individual’s brain structure and connectivity are used to
calibrate the fNIRS sensing locations (i.e., INIRS calibration
504) for real-time functional personalization 506. The EEG
and real-time biofeedback system (EEG rt-Biofeedback 508
can be used in tandem to personalize stimulations (i.e.,
activity personalization 510) for detected functional fre-
quencies in the ROIls derived from the fMRI/DTI 502.
Additionally, fNIRS techniques 512 can be used for EEG
calibration 514.

(4.3) Neurostimulation Parameter Space

Described herein is the use of HD-tDCS to drive indi-
vidualized spatiotemporal stimulation pattern “montages” of
regional activities (direct current (DC) stimulation) and
complex region dynamics (alternating current (AC) stimu-
lation) to activate or suppress specific target brain regions,
networks, and dynamic states to optimize behavioral per-
formance. By personalizing these stimulations though a
combination of individualized cognitive-behavioral 306 and
functional anatomical models 308, one can reduce the high
variability seen with standard tDCS and ensure that each
user is trained to engage the most optimal brain states and
behavioral strategies (see Literature Reference No. 56).

Recent work has shown the importance of interactions
between brain regions. The prefrontal cortex, for example,
can act as a top-down filter to reduce distractions from
bottom-up sensory inputs (see Literature Reference No. 46).
At certain times, suppression of this filtering action may be
beneficial to creative problem solving (e.g., by allowing
competing hypotheses to be entertained). Modulating inter-
actions between multiple brain regions requires the ability to
simultaneously target numerous modal regions across the
brain using region-specific stimulation protocols, which the
system according to some embodiments of the present
disclosure provides. This ability, combined with the model-
driven stimulus generation according to some embodiments
of the present disclosure, provides the needed flexibility to
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enhance the diverse set of cognitive faculties involved in
solving problems in information-rich environments in high
performing adults.

The HD-tCS system according to some embodiments of
the present disclosure will support 9 DC/AC stimulation
channels and 32 EEG channels for concurrent data collec-
tion (interleaved up to 250 Hz). The stimulation channels
will support any combination of three different types of
HD-tCS. Direct Current Stimulation (HD-tDCS) is used to
inhibit or excite targeted functional brain regions. Alternat-
ing Current Stimulation (HD-tACS) induces oscillatory pat-
terns of neural activity with target amplitudes, frequencies,
and phases. Random Noise Stimulation (HD-tRNS) will
promote neural plasticity (see Literature Reference Nos. 19,
42, 48, and 49).

(4.4) Model-Driven Stimulus Generation

Reasoning strategies and brain states may vary from one
person to the next during problem solving, and HD-tCS has
the ability to precisely apply neurostimulation with high
resolution to induce personalized brain states. A generic
neurostimulation is inappropriate; therefore, the present
invention is model-based, and the models adapt during
training from subject-specific fMRI, fNIRS, and EEG data.
The cognitive-behavioral model 306 and the functional
anatomical model 308, account for individual differences
from a cognitive and an anatomical perspective, respec-
tively, and determine a combination of electrode currents to
produce on a subject’s scalp so as to modulate target brain
regions.

FIG. 6 illustrates personalized cognitive and anatomical
models direct the simultaneous production of HD-neuro-
stimulations and behavioral training tasks to enable targeted
modulation of specific brain regions, networks, and dynamic
states. The first stage of modeling assesses behavioral per-
formance deficiencies in healthy high-performing adults
(having a user profile 600) and associates them with acti-
vation states in various brain regions. Non-limiting
examples of behavioral performance deficiencies include
lower working memory capacity, decreased set-shifting
abilities, and cognitive biases that decrease the desired task
performance (element 410). To initialize a phenotypic cog-
nitive-behavioral model 306, the subject is engaged in a
battery of cognitive tasks while being scanned with fMRI,
and the performance is used to parameterize the cognitive-
behavioral model 306. Literature Reference Nos. 12 and 24
describe non-model examples of behavioral tasks that could
inform the cognitive-behavioral model of the present inven-
tion. This model will be implemented in a cognitive simu-
lator (such as ACT-R described in Literature Reference No.
12). Once parameterized, the model predicts the subject’s
performance over the full spectrum of related tasks (see
Literature Reference No. 11). Using identified weaknesses
(e.g., limited working memory capacity, slow reaction
times), the cognitive-behavioral model 306 will then be used
to assemble a set of training tasks (task options 400 in FIG.
4), and for each task it will search for the desired “target”
brain states (element 406), which is the state measured
during peak behavioral performance during personalization
that will yield the greatest estimated improvement in overall
performance on the new task.

The second stage of modeling selects one of the training
tasks at a time (element 408) to present to the subject, along
with its associated target brain state (element 406). Three-
dimensional (3D) functional-anatomical models 308, such
as the Virtual Brain described in Literature Reference No.
40, capture both shape and conductance of tissues above and
beneath the skull. Functional-anatomical models 308 asso-
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ciate functional brain regions for the target brain state
(element 406) to specific physical locations within the skull
and provide a means to determine the HD-tCS electrode
currents needed to reach these regions effectively. This
functional-anatomical model 308 must be initialized from a
user’s fMRI scan, but during the training regimen it is
adapted based on fNIRS sensing, which provides a lower-
cost rough approximation to fMRI data.

Given a set of brain regions designated for intervention
and the desired activations of these regions, the functional-
anatomical model 308 can derive the needed electrode
currents and polarities to induce the target brain state (ele-
ment 406). The stimulation is applied while the subject is
engaged in the selected task (element 408). The method
according to some embodiments of the present disclosure
utilizes three primary categories of behavioral training and
assessment tasks. The first category is a task from primary
reasoning and problem solving, such as described in Litera-
ture Reference No. 24. The second category consists of tasks
involving executive functions and the efficiency of switch-
ing between insight and analytical problem-solving strate-
gies, such as described in Literature Reference Nos. 13 and
32. The third category involves reasoning about information
rich environments presented in narratives about a complex
topic, such as social norms of different cultures. However,
the method according to some embodiments of the present
disclosure does not depend on these specific tasks and is
general to any form of cognitive or behavioral faculties.

Finally, the HD-tCS currents guide the subjects’ neural
activity during the tasks into states that assist subjects in
realizing peak behavioral performance. Peak behavioral
performance is assessed relative to experts in the field (e.g.,
pilots), and novice to expert transitions (e.g., learning to fly
an airplane) are measured. Furthermore, these target brain
states promote neural plasticity essential for improvement
and persistence, while also enhancing the generalizability
and retention of the cognitive skills developed during the
training. Literature Reference Nos. 23, 25, and 37 postulate
neural plasticity as the mechanism of action and demonstrate
behavioral enhancement effects.

(4.5) Stimulus Adaptation and Neurofeedback

The third element of the method according to some
embodiments of the present disclosure is to dynamically
alter the stimulus currents based on sensor feedback of a
subject’s brain states both before and during engagement in
behavioral tasks. The system described herein manipulates
the oscillatory dynamics present in neural activity of specific
brain regions in order to train and assist users in flexibly
switching between modes of problem solving. The present
invention functions by incorporating Altermating Current
stimulation (HD-tACS), at gamma-band frequencies (~40
Hz) for activation and alpha-band frequencies (~10 Hz) for
suppression, into a feedback loop that involves real-time
sensing from both EEG and fNIRS. For the first time, data
from both modalities is used during the course of transcra-
nial stimulation.

FIG. 7 depicts personalized functional-anatomical models
targeting HD-neurostimulations for optimal brain state
induction. As described above, HD-tDCS is used to drive
individualized spatiotemporal stimulation pattern “mon-
tages” (i.e., HD-tDCS/MACS montage 700) of regional
activities (DC stimulation) and complex region dynamics
(AC stimulation) to activate or suppress specific target brain
regions, networks, and dynamic states to optimize behav-
ioral performance. Functional-anatomical personalization
702 (using the functional-anatomical models 308) attempts
to have a predicted brain state 704 match the desired brain
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state 406 by determining the HD-tCS electrode currents (or
HD-tDCS/AACS montage 700) needed to reach the desired
brain regions effectively. If the predicted brain state 704
does not match the desired brain state 406, then the HD-
tDCSHACS montage 700 is adjusted by the functional-
anatomical models 308 until a match is realized.

In order to solve complex real-world problems, individu-
als need to be adaptive and use a combination of problem-
solving strategies (see Literature Reference Nos. 32 and 52).
However, most people tend to have a natural predilection
toward using one strategy or the other (see Literature
Reference No. 33), and they have difficulty switching
between them. Recent neuroimaging research has identified
differences in brain states associated with analysis and
insight (see Literature Reference No. 32). For example,
insight solving involves a burst of activity in the right
temporal lobe (see Literature Reference No. 29). Immedi-
ately prior to the presentation of an expected problem,
subsequent insight solving is associated with elevated activ-
ity in the anterior cingulate and bilateral temporal lobes (see
Literature Reference No. 34).

The real-time, closed-loop, multi-modal sensing of the
system according to some embodiments of the present
disclosure informs the cognitive-behavioral 306 and func-
tional-anatomical 308 models for guided, adaptive and per-
sonalized neurostimulation to steer users toward these
desired brain states 406. There are two key benefits of this
capability. First, it increases the efficiency and efficacy of
traditional neurostimulation and neurofeedback training, in
which a subject will learn to “mentally steer” his or her brain
state towards one of two target states. Second, it allows the
induction of the desired target brain states 406 while a user
is actively engaged in behavior, a capability that is infeasible
during traditional neurofeedback training.

The method of adaptive stimulation according to some
embodiments of the present disclosure facilitates a more
flexible switching between modes of problem solving. For
example, the method can induce the analytic brain state in
subjects by stimulating their anterior cingulate region with
alpha frequencies to decrease activity (see Literature Ref-
erence No. 50). This reduces the brain’s monitoring of
competing solution possibilities, resulting in a focused ana-
Iytic strategy that follows the dominant, obvious path to
solution (see Literature Reference Nos. 34 and 55). As
cognitive workload increases, presumably because the sub-
ject is “stuck” (i.e., does not increase their skill level given
additional training with respect to other subjects on this task)
and can’t make further progress, the system guides the
user/subject to enter the insight brain state and then resume
the task. This involves the cognitive-behavioral 306 and
functional-anatomical 308 models stimulating the anterior
cingulate region with gamma frequencies to increase activ-
ity. This will sensitize users to competing, nonobvious
solution possibilities—“long shot” ideas. When the anterior
cingulate detects weak, unconscious ideas, it can signal the
dorsolateral PFC to switch to an idea (see Literature Refer-
ence No. 45) resulting in an insight (see Literature Reference
No. 29).

(4.6) Model-Driven Neurostimulation Parameter Selec-
tion

(4.6.1) Target and Predicted Brain States

The cognitive-behavioral models 306 predict both level
and flow of activation within and between regions of interest
in the brain that are necessary to maximize learning and task
performance. These regions and spread of activity will be
personalized based on prior task performance along with
previous model brain state predictions. The output will then
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inform the functional-anatomical model 308 to create pat-
terns of HD-neurostimulation (element 402) appropriate to
reach these brain regions at the target levels of activation.

The adaptivity of the model between training sessions is
essential as the model must recognize performance that is
not in line with its prediction (i.e., predicted state 704),
determine the cause of the mismatch, and then adapt its
training regimen to the new conditions. If a subject’s per-
formance worsens (as some do in non-personalized tDCS),
the model adapts the task set given to the subjects or
recommends new regional activation patterns until that
individual improves. Juvina et al. used an ACT-R model to
identify the benefit of early tDCS in a target search task,
while also identifying the benefit of late tDCS in a change
detection task (see Literature Reference No. 30). The model
fit the differential influence and enhancement effect of both
early and late tDCS and was compared to a control group
which received no tDCS. This adaptation must also occur if
the subject outperforms expectations, task performance
increases faster than expected, and/or the task dependent
brain activation patterns change.

(4.6.2) Model Personalization

As described above, personalization consists of two main
approaches: setting architectural parameters (see Literature
Reference No. 15 for a description of architectural param-
eters) and defining knowledge and skill structures (see
Literature Reference No. 58 for a description of knowledge
and skill structures). In the first approach, cognitive capaci-
ties are estimated from diagnostic tests and are then mapped
onto architectural parameters. These parameters are then
applied to the model to predict an individual’s task perfor-
mance and determine which tasks (and stimulations) will
show the most generalized improvements. The latter
approach to personalization will be to estimate the state of
an individual’s knowledge from the subject’s performance
(intelligent tutoring) and to determine which knowledge
structures the participant has available and which new
structures (e.g., skills) would maximize the participant’s
task performance.

FIG. 8 depicts achieving targeted change of brain states of
a subject 800 by simultaneous excitation from task-gener-
ated activity (i.e., personalized task stimulus 802) while
providing stimulation current (i.e., personalized neurostimu-
lation 804) through electrodes 806 positioned in a cap 808
worn by the user 800. Electrical activity of the brain is
recorded along the scalp of the user 800 via EEG 810.
Additionally, the cap 808 includes an illumination source
812 and fNIRS detectors 814 (or detection sensors). NIRS
measures blood flow changes in the brain using near infrared
light (emitted from the illumination source 812), which can
pass into the brain to detect (with the fNIRS detectors 814)
changes in blood oxygenation that can affect brain function
and physiology. The set of {NIRS and EEG recordings 816
are then used to inform the functional-anatomical model 308
to create patterns of HD-tCS stimulation 818 in the user 800
via the cap 808 as part of the personalized neurostimulation
804. With HD-tCS, multiple smaller sized gel electrodes can
be used to target specific cortical structures. While the
description of a cap 808 is used as the means for providing
stimulation and sensing electrical activity, any device that
provides suitable contact with the scalp of the subject, such
as a headband, may be utilized.

FIGS. 9A and 9B illustrate phenotypic personalization
and expertise training according to some embodiments of
the present disclosure. FIG. 9A depicts how the personalized
adaptive method according to some embodiments of the
present disclosure results in improved brain state induction
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for phenotypic subject categories. Initial brain states 900
undergo an intervention stimulus 902 to reach an optimal
target brain state 904. As non-limiting examples, the phe-
notypic subject categories of an optimal target brain state
904 include a creative thinking group 906 and an analytic
thinking group 908.

FIG. 9B illustrates fNIRS pilot data showing that pre-
frontal cortex activity (indicative of mental effort on task)
generally reduces over the course of 9 days of behavioral
training, after an initial increase. This is interpreted as
increasing efliciency with expertise (see Literature Refer-
ence No. 8). Prefrontal cortex activity is measured in total
hemoglobin (Hb) changes.

FIG. 10 illustrates a human subject 800 receiving neuro-
stimulation according to some embodiments of the present
disclosure. A device 1000 able to generate an electrical
current delivers neurostimulation by applying a current
through one electrode 806 (e.g., anode), and it flows through
the brain to another electrode 806 (e.g., cathode).

What is claimed is:

1. A system for mapping behavior to brain regions of
interest, the system comprising:

one or more processors having associated memory with

executable instructions encoded thereon such that when

executed, the one or more processors perform opera-

tions of:

selecting, using a functional-anatomical model coupled
to a cognitive-behavior model, a set of high-defini-
tion neurostimulations, wherein the selected set of
high-definition neurostimulations targets specific
regions of a brain;

sensing brain state data during application of the set of
high-definition neurostimulations and performance
of a selected behavioral task using at least one brain
monitoring technique;

assessing a set of behavioral performance deficiencies;

associating the set of behavioral performance deficien-
cies with brain states in various brain regions;

analyzing brain activity with a neuroimaging device as
a plurality of behavioral tasks are performed,
wherein the performance is used to parameterize the
cognitive-behavior model;

adapting the coupled functional-anatomical and cogni-
tive-behavior models until desired brain state data
are reached; and

causing a device to deliver neurostimulation by apply-
ing an electrical current to the brain to induce the
desired brain state data.

2. The system as set forth in claim 1, wherein the one or
more processors perform operations of:

implementing the cognitive-behavior model in a cognitive

simulator;

using the cognitive-behavior model to predict perfor-

mance for a plurality of related behavioral tasks;
using the cognitive-behavior model to generate a set of
behavioral tasks; and

for each task in the set of behavioral tasks, searching for

the desired brain state data.

3. The system as set forth in claim 1, wherein the one or
more processors perform operations of:

associating, using the functional-anatomical model, brain

regions for the desired brain state to specific physical
locations; and

selecting, using the functional-anatomical model, the set

of high-definition neurostimulations to be applied to
reach the associated brain regions effectively to induce
the desired brain state data.
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4. The system as set forth in claim 1, wherein the one or
more processors further perform operations of:

assessing, using the cognitive-behavior model, changes in

brain state as a selected behavioral task in the set of
behavioral tasks is performed; and

outputting a new behavioral task in the set of behavioral

tasks to be performed.

5. The system as set forth in claim 4, wherein the one or
more processors further perform an operation of identifying,
using the cognitive-behavior model, specific regions of brain
to be targeted with a selected set of high-definition neuro-
stimulations during performance of the new behavioral task
based on a previous brain state.

6. The system as set forth in claim 1, wherein two brain
monitoring techniques are used to sense changes in brain
state, wherein the first brain monitoring technique is elec-
toencephalography (EEG) to monitor brain activity in an
anterior cingulate region of the brain, and wherein the
second brain monitoring technique is functional near-infra-
red spectroscopy (INIRS) to monitor brain activity in a
prefrontal cortex region.

7. The system as set forth in claim 1, wherein the one or
more processors further perform an operation of selecting,
using a cognitive-behavior model, a behavioral task from a
set of behavioral tasks that is suited for a desired brain state.

8. The system as set forth in claim 1, wherein the one or
more processors further perform an operation of applying a
set of high-definition neurostimulations during performance
of a selected behavioral task.

9. The system as set forth in claim 1, wherein the one or
more processors further perform operations of:

implementing the cognitive-behavior model in a cognitive

simulator; and

using the cognitive-behavior model to predict perfor-

mance for a plurality of related behavioral tasks.

10. The system as set forth in claim 1, wherein the one or
more processors further perform operations of:

using the cognitive-behavior model to generate a set of

behavioral tasks; and

for each task in the set of behavioral tasks, searching for

the desired brain state data.

11. A computer program product for mapping behavior to
brain regions of interest, the computer program product
comprising:

computer-readable instructions stored on a non-transitory

computer-readable medium that are executable by a

computer having one or more processors for causing

the one or more processors to perform operations of:

selecting, using a functional-anatomical model coupled
to a cognitive-behavior model, a set of high-defini-
tion neurostimulations, wherein the selected set of
high-definition neurostimulations targets specific
regions of a brain;

sensing brain state data during application of the set of
high-definition neurostimulations and performance
of a selected behavioral task using at least one brain
monitoring technique;

assessing a set of behavioral performance deficiencies;

associating the set of behavioral performance deficien-
cies with brain states in various brain regions;

analyzing brain activity with a neuroimaging device as
a plurality of behavioral tasks are performed,
wherein the performance is used to parameterize the
cognitive-behavior model;

adapting the coupled functional-anatomical and cogni-
tive-behavior models until desired brain state data
are reached; and
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causing a device to deliver neurostimulation by apply-
ing an electrical current to the brain to induce the
desired brain state data.

12. The computer program product as set forth in claim
11, further comprising instructions for causing the one or
more processors to perform operations of:

implementing the cognitive-behavior model in a cognitive

simulator;

using the cognitive-behavior model to predict perfor-

mance for a plurality of related behavioral tasks;
using the cognitive-behavior model to generate a set of
behavioral tasks; and

for each task in the set of behavioral tasks, searching for

the desired brain state data.

13. The computer program product as set forth in claim
12, further comprising instructions for causing the one or
more processors to perform operations of:

associating, using the functional-anatomical model, brain

regions for the desired brain state to specific physical
locations; and

selecting, using the functional-anatomical model, the set

of high-definition neurostimulations to be applied to
reach the associated brain regions effectively to induce
the desired brain state data.

14. The computer program product as set forth in claim
13, further comprising instructions for causing the one or
more processors to perform operations of:

assessing, using the cognitive-behavior model, changes in

brain state as a selected behavioral task in the set of
behavioral tasks is performed; and

outputting a new behavioral task in the set of behavioral

tasks to be performed.

15. The computer program product as set forth in claim
14, further comprising instructions for causing the one or
more processors to perform an operation of identifying,
using the cognitive-behavior model, specific regions of brain
to be targeted with a selected set of high-definition neuro-
stimulations during performance of the new behavioral task
based on a previous brain state.

16. The computer program product as set forth in claim
15, wherein two brain monitoring techniques are used to
sense changes in brain state, wherein the first brain moni-
toring technique is electoencephalography (EEG) to monitor
brain activity in an anterior cingulate region of the brain, and
wherein the second brain monitoring technique is functional
near-infrared spectroscopy (fNIRS) to monitor brain activity
in a prefrontal cortex region.

17. A system for mapping behavior to brain regions of
interest, the system comprising:
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one or more processors having associated memory with
executable instructions encoded thereon such that when
executed, the one or more processors perform opera-
tions of:
assessing a set of behavioral performance deficiencies;
associating the set of behavioral performance deficien-
cies with brain states in various regions of a brain;
selecting, using a functional-anatomical model coupled
to a cognitive-behavior model, a set of high-defini-
tion neurostimulations, wherein the selected set of
high-definition neurostimulations targets specific
regions of the brain;
analyzing brain activity with a neuroimaging device as
a plurality of behavioral tasks are performed,
wherein the performance is used to parameterize the
cognitive-behavior model;
implementing the cognitive-behavior model in a cog-
nitive simulator;
sensing brain state data during application of the set of
high-definition neurostimulations and performance
of a selected behavioral task using at least one brain
monitoring technique;
adapting the coupled functional-anatomical and cogni-
tive-behavior models until desired brain state data
are reached;
using the cognitive-behavior model to predict perfor-
mance for a plurality of related behavioral tasks;
using the cognitive-behavior model to generate a set of
behavioral tasks;
for each task in the set of behavioral tasks, searching
for the desired brain state; and
causing a device to deliver neurostimulation by apply-
ing an electrical current to the brain to induce the
desired brain state data.
18. The system as set forth in claim 17, wherein the one
or more processors further perform operations of:
associating, using the functional-anatomical model, brain
regions for the desired brain state to specific physical
locations; and
selecting, using the functional-anatomical model, the set
of high-definition neurostimulations to be applied to
reach the associated brain regions effectively to induce
the desired brain state data.
19. The system as set forth in claim 17, wherein the one
or more processors further perform operations of:
assessing, using the cognitive-behavior model, changes in
brain state as a selected behavioral task in the set of
behavioral tasks is performed; and
outputting a new behavioral task in the set of behav-
ioral tasks to be performed.
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