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Description

BACKGROUND OF THE INVENTION

[0001] The invention relates to a method and a device for scanning and digitizing three-dimensional surfaces. The
invention is applicable, in particular, to any implementation in which a surface in three-dimensional space may be digitally
acquired and processed.

DESCRIPTION OF THE RELATED ART

[0002] Most existing optical 3D sensors require the acquisition of multiple 2D camera images in order to obtain 3D
data. The most common technique is the so-called "fringe projection" technique [ref M. Halioua, H. Liu, V. Srinivasan,
"Automated phase-measuring profilometry of 3-D diffuse objects," in Appl. Opt. 23 (1984) 3105-3108], which is widely
commercially available, for example the Face Scan sensor by 3D-Shape GmbH, Erlangen, Germany. A projector projects
a fringe pattern onto the object. One or more cameras observe the object surface. In general, at least three fringe patterns
have to be projected in a sequence resulting in at least three 2D-raw images. For better accuracy, most fringe projection
sensors take even more raw images. During the time it takes the series of raw images, the object and the sensor have
to stand still, which makes the sensor not well adapted, when relative motion between object and sensor is involved.
[0003] In many applications, the object has a complicated shape, so the acquisition of the 3D topography cannot be
achieved from a single observation direction. The sensor has to take data from different directions which then are
registered. This procedure needs a stop and go movement of the sensor, which makes the measurement quite uncom-
fortable, even more so because only after the time consuming registration of the different views the user will know if
there are parts of the object missing.
[0004] Nevertheless, the fringe projection principle is widely used, as it supplies an acquisition of up to 1 Mio high
quality data points within each viewing direction.
[0005] Using an additional modality such as color, it is principally possible to make a sensor that needs only one single
raw (color) image to acquire a complete 3D topography [ref G. Häusler and D. Ritter, "Parallel 3D-sensing by color-
coded triangulation," in Appl. Opt. 32, No 35 (1993) 7164-7169]. The achievable quality of the data and the technical
costs however, make the sensor not yet competitive.
[0006] There exist other options to achieve a "single shot 3D sensor." However, those sensors principally cannot
deliver a complete set of 3D data. The simplest single-shot sensor is based on light sectioning triangulation [G. Häusler
und W. Heckel, "Light sectioning with large depth and high resolution," in Appl. Opt. 27 (1988) 5165-5169]. Instead of
projecting a full field fringe pattern, only one single line (or a couple of lines) is projected onto the object surface. So
from one single raw image one can acquire one 3D line profile, or if several lines are projected, one can acquire several
3D line profiles. Between the line profiles ("3D sections"), no data are available. We call such 3D data "sparse."
[0007] To summarize, we have the motion sensitive fringe projection systems that acquire complete 3D data, and the
motion robust light sectioning sensors that deliver just sparse 3D data. Our goal is a new sensor that will use the single
shot principle but will nevertheless deliver complete and high quality 3D data of the object surface.
[0008] To a certain extent, there are existing solutions, for example the T-Scan 3 sensor from Steinbichler Optotechnik
GmbH, 83115 Neubeuern, Germany. That sensor can be hand guided over the object surface to generate a more or
less complete 3D surface reconstruction. However, the sensor needs an additional tracking system, realized by a pho-
togrammetric camera system. The sensor uses only one-line laser triangulation, which makes it difficult to get complete
and very accurate data. The necessity to track the sensor makes a completely free motion difficult, because the tracking
field of view must not be obscured by the person who moves the sensor.
[0009] The concept of acquiring a surface by moving the sensor and subsequently register 3D data is realized as well
by the so called "3D from motion" principle, described, for example by C. Tomasi and T. Kanade: "Shape and Motion
from Image Streams under Orthography: a Factorization Method," in International Journal on Computer Vision, 9(2),
137-154, 1992. A camera is moved and takes different 2D raw images, and from the extracted corresponding points in
different views, a 3D reconstruction can be achieved. Shape from motion commonly is a passive method, with no
projected markers, so it is difficult to obtain a complete surface reconstruction.
[0010] There are increasing demands to use the technology of 3D acquisition, for example, in the field of intraoral
sensors. Most existing intraoral sensors require the acquisition of multiple 2D camera images in order to obtain 3D data.
A most prominent sensor is the "Cerec" sensor by Sirona. It is based on the principle of "fringe projection." After an
acquisition of at least three 2D images a 3D view can be obtained. Within the acquisition period (longer than 100 ms),
the sensor and the object have to stand still. The measurement principle of the sensor, which requires several camera
images in order to generate 3D data, is cumbersome and spurious, because relative motion between sensor and object
under test during acquisition is not permitted.
[0011] Another state-of-the-art sensor is "directScan" by Hint-Els. It combines fringe projection with phase correlation.
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In a first step, two series of orthogonal stripe patterns, each series consisting of at least three images, are projected,
one after the other, onto the surface to be acquired. From each of the two series of captured camera images, a phase
evaluation is performed. In a second step, all resulting pairs of phase values are correlated in order to determine even
a more robust and more precise single phase value for each camera pixel. From this information, a set of 3D points is
calculated. Hence, it requires an acquisition of multiple 2D images in order to generate a 3D view. Within the acquisition
time window (about 200 ms), the sensor and the object are not allowed to move, making a motion-robust measurement
impossible.
[0012] A variety of other sensors are in use. One such sensor is "iTero" by Cadent which is based on "parallel confocal
imaging." 100,000 points of laser lightning at 300 focal depths are employed, yielding a lateral resolution of 50 mm.
During the acquisition at these 300 focal depths (the scanning through different z-positions is necessary in order to
generate one 3D view, taking about 300 ms), the sensor does not allow motion. The necessity of an acquisition of multiple
images, again, renders the sensor cumbersome in its use. It is especially disadvantageous that the sensor must be
moved to pre-determined positions, thus rendering free-hand guidance during the acquisition impossible.
[0013] The prior art system "Lava" by 3M Espe employs the so-called "active wavefront sampling" principle. An off-
axis rotating aperture generates a circular pattern, rotating at the object surface. From the diameter of this rotation the
defocusing and the distance of the considered area can be determined.
[0014] One prior art sensor enables a motion-robust measurement of objects. It is the "SureSmile" sensor by OraMetrix.
The OraMetrix system projects one type of pattern. It is based on active triangulation and on a single-shot principle: One
2D camera image already delivers 3D data (roughly 60x60 3D points per 3D view). It acquires about 6 images /second.
The application is not the complete acquisition of a surface in space and the system cannot provide the best possible
measuring uncertainty.
[0015] From WO-A-2009/063087 is known a method for optical measurement of the three dimensional geometry of
objects. By means of a projector different patterns are projected onto an object to be measured. A correlating pattern is
additionally required by which images are registered.
[0016] A scanning arrangement with a projector for a two-dimensional pattern onto a surface of an object to be
measured and a two-dimensional photo-detector included in a hand-operated scanning arrangement is disclosed in US-
A-6,128,086.
[0017] A three-dimensional vision system for optical inspection and robotics having two projectors and one camera
defining a common triangulation plane is known from WO-A-93/03579.
[0018] A scanning apparatus used for projecting a line onto an object to be measured is known from EP-A-1 355 127.
[0019] Methods for registration of three-dimensional frames to create three-dimensional virtual models of objects are
described in US-A-2007/0081718.

BRIEF SUMMARY OF THE INVENTION

[0020] It is accordingly an object of the invention to provide a method and device for 3D acquisition which overcome
the above-mentioned disadvantages of the heretofore-known devices and methods of this general type and which provide
for a motion-robust, freely movable low-cost, and scalable optical 3D sensor enabling a simple and robust acquisition
of object surfaces "on the fly."
[0021] With the foregoing and other objects in view there is provided, in accordance with the invention, a method of
acquiring surface shape information of a three-dimensional object according to claim 1. The method comprises:

providing an optical sensor configured to generate three-dimensional data from a single exposure, the sensor having
a projection device and a camera;
causing a relative movement between the sensor and the three-dimensional object;
projecting a pattern with the projection device onto the three-dimensional object and recording a sequence of at
least partially overlapping images of the projected pattern with the camera, said pattern having a plurality of first
lines extending in a given direction and a plurality of second lines extending in a different direction traversing the
first lines;
determining a sequence of 3D data sets from the recorded images;
performing a registration between subsequently obtained 3D data sets, and
determining a surface shape of the three-dimensional object,

wherein the method comprises further:

forming the pattern by projecting a first pattern with the first lines and recording an image with the camera, and
subsequently projecting a second pattern with the second lines and recording an image with the camera, and
continuing with an alternating projection and recordation of the first and second patterns;
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and projecting said first pattern with a first projector of said projection device and projecting said second pattern
with a second projector of said projection device, each of said projectors having an optical axis, and the optical axis
of the camera enclosing a first angle with the optical axis of the first projector defining a first triangulation plane and
the optical axis of the camera enclosing a second angle with the optical axis of the second projector defining a
second triangulation plane, said triangulation planes are perpendicular to one another.

[0022] Implementations of the invention range from intraoral measurement of teeth to the 3D acquisition of larger
objects such as human body, crime scene acquisition, the interior of rooms or even buildings, and quality testing in
manufacturing assemblies. Since the sensor allows to be moved over the object surface, it enables the acquisition of
the 3D topography of complex objects by moving the sensor freely around the object. Conversely, as described, it is
also possible to move the object relative to the sensor (or, even, to move the sensor and the object).
[0023] It is a further object to allow the user to see in real time the already acquired 3D data as a visualization of the
already acquired parts of the object. Thus, the user should be able to move the sensor in a way that not yet acquired
parts of the objects can be acquired in an interactive manner.
[0024] Another application that exploits again the motion robustness of the sensor is the option, to move the sensor
by a robot or by using a translation stage along the surface to be acquired. So even larger objects, such as cars or the
interior of rooms, can be measured with a small field sensor. The motion robustness allows as well that the object may
be moved against the sensor. This is often unavoidable, for medical applications. Another application is the acquisition
of objects that move relatively to the sensor, such as work pieces at a conveyor belt.
[0025] The new sensor, described herein exploits triangulation by line projection. The basic principle is well known,
one description is for example published in G. Hausler und W. Heckel: "Light sectioning with large depth and high
resolution," in Appl. Opt. 27 (1988) 5165-5169. A series of thin bright lines is projected onto the object surface. The
surface is observed by a camera. The axis of the projection lens and the axis of the camera enclose the angle of
triangulation. The two axes span a so-called triangulation plane. From the deformation of the observed fringes, profiles
z(x,y) of the surface can be evaluated via some calibration procedure. If we project N lines, we can acquire N profiles
within one camera image. The surface area between the lines is inaccessible, so the 3D data are sparse. The present
invention is configured to overcome that problem as well.
[0026] In accordance with an added feature of the invention, the method further comprises: determining a first 3D data
set from the first image recorded by the camera immediately following the recording step; subsequently projecting a
further pattern with the projection device and recording a second image with the camera and immediately determining
a second 3D data set from the second image recorded by the camera; performing a registration between the first 3D
data and the second 3D data; subsequently recording further images and determining further 3D data, and performing
registration between the further 3D data set and a previously acquired 3D data set, or several or all previously acquired
3D data sets; for determining the surface shape of the three-dimensional object in real time as the sensor and the object
are moved relative to one another.
[0027] The first lines and the second lines are perpendicular to one another in a shape of a grid pattern. When the
patterns are projected alternatingly, of course, the "grid" is formed only with a time offset. When the grid pattern is
projected in a single projection, the points of intersection or crossing points are directly projected.
[0028] In accordance with an added feature of the invention, the method comprises continuing the projection, recording,
and registration steps on the fly to form a point cloud representing the surface shape of the object and displaying the
surface shape virtually in real time. Advantageously, the system allows adapting a projection and exposure time period
to a relative speed between the sensor and the object and to avoid a motion blur of the resulting three-dimensional data.
[0029] In accordance with the invention, the method comprises using sparse three-dimensional data in order to avoid
ambiguity and false data. In general, so-called single-shot sensors acquire "sparse" data. Increasing the number of lines
by too much renders the data less sparse and the lines can no longer be uniquely identified without great difficulty.
[0030] In accordance with a further feature of the invention, the method comprises:

moving the sensor along a suitable path about the object and acquiring a multiplicity of exposures, and thereby
adjusting the speed of motion and the frame rate so that adjacent pictures have significant overlap;

calculating a series of sparse 3D data of the object from the exposures;

registering each of the sets of 3D data with previously acquired 3D data sets and obtaining a substantially complete
set of 3D data of the object;

displaying a representation of the 3D data to a user in real time in order to prompt the user to cover as of yet non-
covered areas of the surface of the object.
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[0031] It is also possible, in furtherance of the registration step, to reduce and correct registration errors by recon-
structing a path of the sensor, by resection, and by finding registration errors via a deviation of the reconstructed sensor
path from a smooth interpolated curve.
[0032] According to the invention the measurement principle of the sensor requires one camera image in order to
generate 3D data. The data are sparse, but in combination with taking a series of images while the sensor is moved
along the surface, and by registration of the series of 3D data, the sensor principle provides for the advantageous system
according to the invention.
[0033] The data are sparse, but relative motion between the sensor and the object under test is permitted. It is centrally
important that an optimal embodiment in the context of the invention that allows for best registration, the novel sensor
uses two different patterns that are projected intermittently. The patterns are alternatingly projected orthogonal patterns,
each yielding 3D data.
[0034] With the above and other objects in view there is also provided, in accordance with the invention, a sensor for
acquiring data representing a surface of a three-dimensional object according to claim 9, comprising:

a projection device having a light source and optics for projecting an optical pattern onto the surface of the three-
dimensional object, the projection device having an optical axis;
a digital camera for recording an image of the optical pattern projected onto the surface of the three-dimensional
object, the digital camera having a given optical axis;
a control unit connected to and synchronizing the projection device and the digital camera and causing the camera
to record a sequence of mutually
overlapping images of the optical pattern sequentially projected onto the surface of the object, wherein said projection
device comprises two projectors each having a light source, a condenser, a pattern slide, and projection optics
defining an optical axis enclosing an angle with said optical axis of said camera and each defining a triangulation
plane, said triangulation planes are perpendicular to one another.

[0035] According to the invention, the two projectors are configured to project mutually perpendicular patterns and the
camera is configured to record the projected patterns of said two projectors in alternation.
[0036] In accordance with yet a further feature of the invention, the digital camera is a monochromatic camera.
[0037] Advantageously, the sensor is a handheld sensor for movement about six degrees of freedom that enables the
acquisition of complex surfaces. It is preferred to provide an output connection enabling connection to a display device
for displaying an acquisition result virtually in real time.
[0038] The invention described herein presents a low cost and easy-to-handle sensor which enables a freely movable,
for example hand-guided, motion-robust acquisition of object surfaces. The so-called "Flying Triangulation" sensor
combines a simple sensor principle with sophisticated algorithms. It is based on "active triangulation": A system syn-
chronizes the signal from a camera and two projection units (P1 and P2), with patterns projected alternately from P1 and P2
onto the object under test.
[0039] The two projectors span two perpendicular directions of triangulation and project line patterns that are perpen-
dicular to each other. This feature is crucial for an effective and accurate registration. Each camera image yields a
(sparse) 3D view.
[0040] A sequence of those sparse 3D views is acquired as a film. By aligning (register) the 3D views to each other
the complete object surface is obtained. The alignment happens during the acquisition of the series of views. Accordingly,
the user of the sensor is able to see a visualization of the object surface in 3D space, in real time.
[0041] The user can also observe missing areas and will be able to revisit those areas during the acquisition process,
so as to fully acquire and cover the entire surface of interest.
[0042] Once more in summary, the surface shape of a three-dimensional object is acquired with an optical sensor.
The sensor, which has two projectors and a camera, is configured to generate three-dimensional data from a single
exposure, and the sensor is moved relative to the three-dimensional object, or vice versa. A pattern is projected onto
the three-dimensional object and a sequence of overlapping images of the projected pattern is recorded with the camera
as specified in the appended claims. A sequence of 3D data sets is determined from the recorded images and a registration
is effected between subsequently obtained 3D data sets. This enables the sensor to be moved freely about the object,
or vice versa, without tracking their relative position, and to determine a surface shape of the three-dimensional object
on the fly
Other features which are considered as characteristic for the invention are set forth in the appended claims.
[0043] Although the invention is illustrated and described herein as embodied in a method and device for three-
dimensional surface detection with a fully dynamic reference frame, it is nevertheless not intended to be limited to the
details shown, since various modifications and structural changes may be made therein without departing from the scope
of the invention as specified in the appended claims.
[0044] The construction of the invention, however, together with additional objects and advantages thereof will be best
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understood from the following description of the specific embodiment when read in connection with the accompanying
drawings.

BRIEF DESCRIPTION OF THE SEVERAL VIEWS OF THE DRAWING

[0045]

Fig. 1 is a flow diagram illustrating the work flow of the flying triangulation principle according to the invention;

Fig. 2 is an image sequence illustrating the interpretive calculation for a 3D view display;

Fig. 3 illustrates the system for indexing the reference between the object and the camera chip array;

Fig. 4 is a diagrammatic sketch of a miniaturized sensor according to the invention (only one projector shown);

Fig. 5 is a diagrammatic illustration of an exemplary embodiment of a 3D sensor according to the invention;

Fig. 6A is a view of a vertical line pattern projected by the sensor;

Fig. 6B is a view of a horizontal line pattern projected by the sensor;

Fig. 7 shows an image generated by the camera;

Fig. 8 is a diagrammatic side view of a slide projector;

Fig. 9 is a schematic of the architecture of the capturing, registration, and visualization software;

Fig. 10A is a CAD illustration of an exemplary sensor assembly; and

Fig. 10B is a photographic illustration of a prototype of the sensor used in a dental application.

DETAILED DESCRIPTION OF AN EXAMPLE OF THE INVENTION

[0046] Referring now to the figures of the drawing in detail and first, particularly, to Fig. 1 thereof, there is seen a flow
chart with a workflow sequence of the flying triangulation principle with reference to the acquisition of dental information.
In a first step, a geometrical calibration of the sensor is performed and the parameters are determined that are necessary
to obtain 3D data from the camera images. Beginning with the first acquired camera image, an algorithm calculates a
3D view from each 2D camera image. That result is displayed in Fig. 2.
[0047] Initially, a preview of the unregistered (i.e., non-aligned) 3D data is displayed live to the user (e.g., two to four
3D data sets, not the camera images), in order to allow the proper positioning of the sensor. In the alternative, it is also
possible to display a camera image (or video) in order for the user to immediately see the proper positioning of the
sensor. After initiating the measuring sequence, an indexing module determines the correct labels of the line pieces of
the observed line pattern by employing signal processing methods. In order to avoid incorrect labeling, the line pattern
is chosen in a way to ensure that the image of the line with the index k, l, ... can occur only within a predetermined area
labeled k, l, ... in the camera image, see Fig. 3 for reference.
[0048] If the object lies outside the measurement volume, the indexing leads to false results. This incorrect indexing
can be avoided by assuring that such outside placement of the object can be recognized. This may be done either by
way of a hardware solution, i.e., an additional optical or ultrasound sensor that detects an object exceeding the meas-
urement range, or by using a-priori knowledge of the object that is being scanned. With such an algorithmic solution an
indexing error can be detected by unwrapping.
[0049] Then, a sub-pixel module determines the sub-pixel precise positions of the intensity maxima of each signal for
each line and calculates the corresponding highly accurate 3D points. In a final step, the data is loaded into the registration
and visualization software to align the data and to visualize the result of the point cloud of the complete object surface
thus obtained.
[0050] The following text describes details of how the sensor parameters may be configured.
[0051] The main source of noise for an active triangulation sensor is speckle noise. The corresponding depth noise
δz is given by Eq. (1): 
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where C is the speckle contrast, λ is the mean wave length of the light source, the term sin uobs represents the observation
aperture, and θ is the triangulation angle. By choosing a large observation aperture sin uobs or by choosing a large
triangulation angle θthe measurement uncertainty of the sensor can be reduced. However, most of these parameters
are pre-determined by the application: The triangulation angle has to be small in order to minimize shading effects;
commonly, θ∼ 7° is chosen for dental measurement. The observation aperture determines the depth of field given by Eq. (2) 

with parameters as described above. For intraoral measurements, a depth of field of 15 mm is appropriate, which requires
a small observation aperture of less than 0.01. A small observation aperture implies a large depth of field but also high
speckle noise, according to Eq. (1). Since the observation aperture and the triangulation angle cannot be chosen freely
but have to be adapted to the application, the speckle contrast C is the only parameter that can be optimized to reduce
the speckle noise.
[0052] Speckle noise may be reduced by: spraying the surfaces with material such as titanium dioxide that causes
diffuse volume scattering, (also reduces measuring errors on teeth) in combination with employing (bright) white-light
LEDs as light sources for the pattern projection. The LEDs display a coherence length that is shorter than the thickness
of the spray layer. This reduces the speckle contrast C, and thus provides minimal measurement uncertainty. Experiments
show that by this method the depth uncertainty due to speckle noise can be reduced in a way so as to achieve a great
depth of field of about 15 mm and at the same time a measuring uncertainty of less than 30 mm within the total measuring
volume in a single 3D view.
[0053] The projection device displays a projection aperture sin uproj and an illumination aperture sin uill. The projection
aperture is chosen as large as possible and as small as necessary. According to the invention, the projection aperture
and the illumination aperture of the pattern projectors, as well as the line width of the projected lines, are optimized for

a) large depth of field,
b) and low spatial coherence,
c) as well for optimal brightness,
d) and for optimal measuring uncertainty.

[0054] The choice of the line width on the slide and the means to achieve the proper line width on the object over the
entire depth of field, with low speckle contrast and with high image illumination, is effected as follows: The projection
aperture is chosen in a way that the depth of field of the projection corresponds to the application (e.g., 15 mm for dental
measurements; 300 mm for measurement of, say, a human body). The illumination aperture is given by the image of
the light source in the projection lens and the projection distance.
[0055] Reference is had to Fig. 4, where the projection distance is shown to be approximately 140 mm. The illumination
aperture is as large as possible, which means that the image of the light source fills the full aperture stop of the projection
lens, and it should not be smaller than the observation aperture. This feature reduces the speckle contrast, compared
to a smaller illumination aperture.
[0056] This feature further enables the maximum achievable illumination with a given light source. The illumination
aperture is chosen in a way to achieve an optimal width of the projected lines: The width of the projected lines is optimal
when the width of the line image at the camera target is about 3-5 pixels. Then the sub-pixel interpolation of the camera
line profile yields the lowest possible depth error. At the same time, the lateral resolution on the object surface is optimal.
For dental measurements, the lateral resolution should be in the range of 30-80 mm.
[0057] The sensor is calibrated employing a model-independent calibration method. Two calibration steps are required:

First, a calibration of the z-coordinate 

where i and j index the pixel coordinates of the camera CCD-chip, h = h(i,j) is the uncalibrated height value, and Kz



EP 2 438 397 B1

8

5

10

15

20

25

30

35

40

45

50

55

is the calibration function which needs to be determined. For this purpose, N camera images of each of the line
patterns projected onto a planar background are acquired by taking one image in the front of the measurement
volume, then shifting the plane by a fixed Δz-offset, taking the second image, etc, until an image at the end of the
measurement depth is acquired. For each pixel pair (i,j), a z-calibration function (3rd-order polynomial) through the
measurement volume is determined.
Second, a lateral calibration of the x/y-coordinates building on the z-calibration:

where Kx and Ky describe the (independent) calibration functions for the x- and y-calibration, respectively. For this
purpose, M camera images of a calibration plate consisting of n x m markers are acquired, again by moving the
plate by a fixed Δz-offset through the measurement volume. The positions of the markers are determined and a
calibration function (3rd-order polynomial) is calculated which maps each observed marker position to its corre-
sponding target value.

[0058] A "movie" of 2D images is acquired. An acquisition module captures the current camera image and saves it to
the computer. From the movie a series of (sparse) 3D views are generated by employing the indexing module and the
subpixel module and the calibration functions resulting from the calibration method described above. The indexing
module und the subpixel module together represent the so-called 3D profile module.
[0059] In order to obtain a complete, dense 3D point cloud of the object surface, all 3D views, each approximately
consisting of 7000 3D points, in a certain embodiment, need to be aligned with each other. This is referred to as
"registration."
[0060] Registration of sparse 3D data which lie relatively close to each other, because the relative movement between
two exposures is small, is effected as follows: Two steps are necessary, first a coarse registration, followed by a fine
registration. The key concept underlying the coarse registration is to project two consecutive 3D views onto each other
and moving them relative to each other until their distance-based error function is minimized. The resulting transformation
parameters are used as the start values for the following fine registration. Here, the best position of the two consecutive
3D views is iteratively determined.
[0061] An alternative coarse and fine registration approach would be based on modules which can be independently
called (in parallel). In an adder module, the next 3D view is consecutively aligned to the already aligned 3D views.
[0062] The real-time coarse registration is a very advantageous process of the invention. It is possible to display the
results visually even before the registration errors have been minimized. This allows visualization so that the user may
immediately guide the sensor to those locations that have not yet been measured. Depending on the capacity of the
processor, the fine registration for achieving the exact surface may be effected parallel to the coarse registration or
subsequently to the measurement and coarse registration. The sensor according to the invention renders it possible to
immediately and in real-time show the user what is being measured. This is possible only because the sparse data
required by the invention do not unnecessarily overload the processor during the registration process, which would be
the case if one were to measure and calculate, say, one million points at the same time.
[0063] Visualization is effected by calculating the normals at the points of intersection. Along the lines outside the
points of intersection, we only know the normal component in the section plane. The normal component that is perpen-
dicular to the section plane is not known. That component, however, is interpolated from the normals at the points of
intersection. The surface can then be visualized with the aid of these components. We refer to this as standard rendering
or shading: a virtual light source at a predeterminable location, the object normal, and the point of view (i.e., the viewing
direction) are calculated such that a photo-realistic image of the object surface may be presented to the user. Further,
the increasing density during the measurement causes the visualized point cloud to look like a closed surface after only
a very brief time during the measurement. It is, furthermore, easily possible, to display the point cloud in a fixed position
and orientation of the object, or the object can be displayed as if viewed from the camera.
[0064] The photorealistic display, which, first, is shown in black and white, is possible in a simple manner, because
the normals in the points of intersection are known. It is not easily and failure-free possible to visualize the surface with
other sensors that only deliver non-connected point clouds. As mentioned further below, it is also possible to provide
color rendering and color display, which, in general, is preferred by most users.
[0065] From the previously aligned views, transformation parameters for the aligning (registration) are estimated, that
means: we determine the motion parameters of the sensor which are available by resection and make a guess by
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extrapolation of these motion parameters, about the new position and orientation of the sensor. This procedure makes
the next step, which is an iterative step, converge faster. The step is a so-called iterative closest point (ICP) algorithm,
as described by P. Besl and N. McKay: "A method for Registration of 3-D Shapes," in IEEE PAMI, 14(2) (1992) 239-256.
The ICP algorithm used here is especially adapted to sparse 3D data.
[0066] A multiregistration module re-registers 3D views in multiple view packages in order to reduce the global error.
[0067] A spacecurve module detects and eliminates registration outliers. The (known) sensor path is reconstructed
for this purpose. Commonly, the sensor moves along a smooth curve. If there are outliers of the registration, this would
cause an apparent sudden local change in the reconstructed sensor path. According to the invention, we skip those
exposures and do not use them for registration. Since there are so many exposures, the data contains a considerable
amount of redundancy to remove errors or to smooth out noise.
[0068] Registration of 3D data sets with this sensor concept is more accurate than registering 2D data, since the
sensor has a high depth resolution of < 30 mm. Therefore the registration is done with 3D data sets to obtain accurate
and efficient registration results. This is done by using sequentially adjacent 3D data sets, one generated with a horizontal
line pattern and the other with a vertical line pattern. The registration takes place by iterative movement of one of the
3D data sets relative to the other until a minimum distance between all crossing points between the traversing vertical
and the horizontal line pattern is reached. Ideally the different line patterns are perpendicular to each other.
[0069] The final mode performs a global optimization of the registration parameters. For this purpose, weights are
determined for overlapping 3D views, in order to find an optimal registration result.
[0070] Should the registration process performed with the adder module fail, there is provided a fallback method. It is
based on the model of a table-position on a hilly landscape. The basic concept may be explained with a four-legged
table on an uneven surface: a table with four legs will not stand stable everywhere on an uneven surface (e.g., hilly
landscape). We look for a position of the table where all four feet are at the ground. The feet of the table are represented
by the crossing points of light sections from subsequent exposures (or from other exposures). The registration procedure
works principally by moving the table around while determining the distance of the fourth leg to the ground. By iteration
we find the position where all four legs are hitting the ground (within a given minimal distance). This corresponds to the
correct alignment of the two patterns.
[0071] A segment module aligns different segments of a point cloud to a single one. For this purpose, a hierarchic
data structure enables a fast search for neighbored 3D points. In combination with the normals, a coarse registration is
possible, e.g. by detecting and mapping corresponding local surface features onto each other.
[0072] An exemplary embodiment of a sensor for intraoral measurement is diagrammatically illustrated in Fig. 5. The
sensor comprises a camera 1, two projectors 2 and 3, which project two mutually different patterns M1 and M2 onto the
surface. Exemplary two patterns are shown in Figs. 6A and 6B, respectively. As shown, the patterns are defined by
mutually parallel, thin lines. The term "lines," as used herein, includes dashed lines, dotted lines, dash-dotted lines, and
the like. Such an encoding may be helpful for the indexing of the lines, so the line distance can be narrower, without the
danger of ambiguities due to wrong line indexing. The term "lines" means as well, that the width of the lines is carefully
designed, in order to allow for the best localization at the video image, which is equivalent to the least measuring
uncertainty. For this purpose, the line is designed to appear with a Gaussian cross section at the video target. A line
which is too narrow will cause aliasing and a great amount of noise. An optimal line shape will have the width of 3-5
video pixels at the camera target. The camera views the object and the projected patterns and generates camera views
K(K1, K2 ... KN). An exemplary such camera image K is shown in Fig. 7. The patterns are projected in alternation. The
patterns are formed of several lines which, in the exemplary patterns are approximately parallel. The spacing distance
between the lines is chosen such that the order of lines in the camera image K of the entire measuring volume is definite
and clear. Reference is had to Fig. 3, in this context. The lines of the patterns M1 and M2 are perpendicular to one
another. The optical axis 4 of the camera and the optical axis 5 of the projector 2 span open a triangulation plane. The
optical axis 4 of the camera and the optical axis 6 of the projector 3 also span a triangulation plane. The axes of the
camera and the projector enclose a respective triangulation angleθ. The angle in the exemplary embodiment is 7°. This
angle is a particularly preferred selection for an intraoral dental measurement sensor. According to the invention, the
camera and the two projectors are disposed so as to align the triangulation planes perpendicular to one another.
[0073] The projectors can be produced very inexpensively and with a considerable degree of miniaturization. With
reference to Fig. 8, the projectors 2 and 3 comprise a light source. This is preferably an LED or a plurality of LEDs, as
indicated in the exemplary embodiment. The LED or LED array chosen in the context have a large illumination area.
The light source is imaged into the pupil of the projection lens (projection achromatic lens) by way of a condenser. This
is preferably done so that the pupil is completely filled. This reduces the spatial coherence and, therefore, the resulting
speckle noise. The patterns M1 and M2, respectively, are formed as slide patterns, which may be produced, for example,
by etched chromium on glass using a photolithographic process. A non claimed projecting device contains only a single
projector with a switchable transparency, for instance, an LCD display or an FLCOS display, or a DMD display. The
single projector allows the patterns M1 and M2 to be projected alternatingly. In this case, the line directions must enclose
an angle of less that 45°, or -45° relative to the triangulation plane. At this time, the claimed solution with two projectors
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is technologically superior because it is more accurate, the two projectors are simpler, brighter, and less expensive.
[0074] The imaging aperture, the projection aperture, the width of the lines, as well as the observation aperture of the
camera and the pixel size of the camera chip are optimized as explained above. The object is to assure that the meas-
urement uncertainty in a single 3D view in the entire measurement volume is never greater than 30 mm (in the context
of the intraoral dental measurement sensor).
[0075] The exemplary embodiment of the sensor further includes a control unit for the image acquisition, storage, and
processing. Here, the control unit is a computer. The control unit alternatingly switches the light sources of the projectors
2 and 3 for brief periods of time. The on-time is selected such that movement artifacts cannot noticeably disturb the
process. Projection times of 15 ms are quite suitable for the purpose. The short projection time, shorter than the temporal
spacing T between subsequent camera images, provides for higher current for limited operation as compared to con-
tinuous operation, and the attendant higher brightness. The control unit synchronizes the projectors and the camera. In
the intraoral embodiment as described, T = 30 ms, while the on-time is 15 ms. If it is necessary to move the sensor more
quickly, a lower on-time is preferred. A faster camera frame rate can be helpful, but this is not a necessary condition.
[0076] An advantageous implementation includes the use of a system for distance or spacing detection. This should
be helpful in determining whether or not the object is outside of the predetermined measurement volume of the sensor.
An optical triangulation sensor or an ultrasound sensor, for instance, may serve this purpose. It is also possible, however,
to deduce this information by algorithmically processing the camera images.
[0077] As repeatedly noted, the above-described exemplary embodiment is but one of many applications of the meas-
urement principle and the concept of the invention. The concept allows easy scaling of the sensor within a very wide
frame. It is possible to scale the sensor to 3D measurement of large objects, such as faces or other body parts, or even
of a complete human body or other animate or inanimate objects. The parametric requirements for the sensor are
determined by the specific application (e.g., working distance, measurement field, depth of the measurement space,
lateral resolution, depth error, measurement time, relative motion speed between the sensor and the object, etc.) and
they are easily adapted by following the above information. The parameters aperture, triangulation angle, design of the
patterns M1, M2, the light source, image rate, etc. are determined as noted above.
[0078] The basic sensor principle can be easily upgraded by an option for color texture acquisition. For this purpose,
one embodiment will be as follows: A color video camera or a fast still camera is mounted to the 3D sensor, at a fixed
position. The field of view is the same than that of the 3D sensor. The camera is calibrated to the 3D sensor by standard
procedures, so each pixel at the color camera target is connected to a light ray intersecting the measured 3D surface
at a known point.
[0079] A white light source that is synchronized with the 3D sensor illuminates the object at certain intervals, for
example, once in 20 frames of the 3D sensor. During the white light illumination, the line projection maybe switched off.
The color images are stored and mapped onto the 3D surface data. Since the color images will look different, a smoothing
of the color values will be necessary. This is a standard process, used for other optical 3D sensors with color texture,
already.
[0080] The motion robustness of the sensor can be used not only for a hand held guiding. A simple way of obtaining
360° 3D data of objects is the following: the object is put onto a turntable, and while the object rotates, the sensor takes
data as described above. Large objects such as cars, even rooms, can be acquired by driving the sensor on a translation
stage along the object. In this case, the global error can be largely reduced, because the intrinsic accuracy is given by
the translation stage, using its data of the sensor position. To finish these ideas: it is of course, possible to measure
objects moving on a conveyor belt, such as cars during production. The invention finds its industrial applicability in a
large variety of implementations. The novel sensor system may be scaled to a variety of applications, whether it be a
device that is smaller than the above-described intraoral sensor or a device that is larger than the above-noted sensor
for buildings, humans, or motor vehicles. Any scaling in between is easily adapted as well.

Claims

1. A method of acquiring surface shape information of a three-dimensional object, the method which comprises:

providing an optical sensor configured to generate three-dimensional data from a single exposure, the sensor
having a projection device (2, 3) and a camera (1);
causing a relative movement between the sensor and the three-dimensional object;
projecting a pattern (M1, M2) with the projection device onto the three-dimensional object and recording a
sequence of at least partially overlapping images of the projected pattern with the camera, said pattern having
a plurality of first lines extending in a given direction and a plurality of second lines extending in a different
direction traversing the first lines;
determining a sequence of 3D data sets from the recorded images;
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performing a registration between subsequently obtained 3D data sets, and determining a surface shape of the
three-dimensional object,
wherein the method comprises further:

forming the pattern by projecting a first pattern with the first lines and recording an image with the camera,
and subsequently projecting a second pattern with the second lines and recording an image with the camera,
and continuing with an alternating projection and recordation of the first and second patterns;
and projecting said first pattern with a first projector (2) of said projection device and projecting said second
pattern with a second projector (3) of said projection device, each of said projectors having an optical axis
(5, 6), and the optical axis (4) of the camera enclosing a first angle with the optical axis of the first projector
defining a first triangulation plane and the optical axis of the camera enclosing a second angle with the
optical axis of the second projector defining a second triangulation plane, said triangulation planes are
perpendicular to one another.

2. The method according to claim 1, which comprises:

determining a first 3D data set from the first image recorded by the camera (1) immediately following the recording
step;
subsequently projecting a further pattern (M1, M2) with the projection device and recording a second image
with the camera and immediately determining a second 3D data set from the second image recorded by the
camera;
performing a registration between the first 3D data and the second 3D data;
subsequently recording further images and determining further 3D data, and performing registration between
the further 3D data set and one or more previously acquired 3D data sets;
for determining the surface shape of the three-dimensional object in real time as the sensor and the object are
moved relative to one another.

3. The method according to claim 1, wherein the first lines and the second lines are perpendicular to one another in
a shape of a grid pattern.

4. The method according to claim 1, which comprises continuing the projection, recording, and registration steps on
the fly to form a point cloud representing the surface shape of the object and displaying the surface shape virtually
in real time.

5. The method according to claim 1, which comprises adapting a projection and exposure time period to a relative
speed between the sensor and the object and to avoid a motion blur of the resulting three-dimensional data.

6. The method according to claim 1, which comprises using sparse three-dimensional data in order to avoid ambiguity
and false data.

7. The method according to claim 1, which comprises:

moving the sensor along a suitable path about the object and acquiring a multiplicity of exposures, a speed of
motion and a frame rate being adjusted such that adjacent pictures have significant overlap;
calculating a series of sparse 3D data of the object from the exposures;
registering each of the sets of 3D data with previously acquired 3D data sets and
obtaining a substantially complete set of 3D data of the object;
displaying a representation of the 3D data to a user in real time in order to prompt the user to cover as of yet
non-covered areas of the surface of the object.

8. The method according to claim 1, wherein: the projecting step comprises projecting a horizontal line pattern (M2)
with a plurality of first lines extending in a given direction and a vertical line pattern (M1) with plurality of second
lines extending in a different direction traversing the first lines and defining crossing points; and the registration step
comprises using sequentially adjacent 3D data sets, one generated with the horizontal line pattern and the other
with the vertical line pattern, and iteratively moving one of the 3D data sets relative to the other 3D data set until a
minimum distance between all crossing points between the vertical and horizontal line patterns is reached.

9. A sensor for acquiring data representing a surface of a three-dimensional object, comprising:
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a projection device (2, 3) having a light source and optics for projecting an optical pattern (M1, M2) onto the
surface of the three-dimensional object, said projection device having an optical axis (5, 6);
a digital camera (1) for recording an image of the optical pattern projected onto the surface of the three-dimen-
sional object, said digital camera having a given optical axis (4);
a control unit connected to and synchronizing said projection device and said digital camera and causing said
camera to record a sequence of mutually overlapping images of the optical pattern sequentially projected onto
the surface of the object,
wherein said projection device comprises two projectors (2, 3) each having a light source, a condenser, a pattern
slide, and projection optics defining an optical axis (5, 6) enclosing an angle with said optical axis (4) of said
camera (1) and each defining a triangulation plane, said two projectors (2, 3) being configured to project mutually
perpendicular patterns (M1, M2), and wherein said camera (1) is configured to record the projected patterns of
said two projectors in alternation, and the two projectors and the camera are arranged such that said triangulation
planes are perpendicular to one another.

10. The sensor according to claim 9, wherein said digital camera (1) is a monochromatic camera.

11. The sensor according to claim 9, configured as a handheld sensor for movement about six degrees of freedom and
enabling an acquisition of complex surfaces.

12. The sensor according to claim 9, which comprises an output connection enabling connection to a display device for
displaying an acquisition result virtually in real time.

Patentansprüche

1. Verfahren zum Erfassen von Informationen über die Form der Oberfläche eines dreidimensionalen Objekts, das
Folgendes umfasst:

Vorsehen eines optischen Sensors, der ausgelegt ist, dreidimensionale Daten aus einer Einzelaufnahme zu
erzeugen, wobei der Sensor eine Projektionsvorrichtung (2, 3) und eine Kamera (1) aufweist;
Bewirken einer Relativbewegung zwischen dem Sensor und dem dreidimensionalen Objekt;
Projizieren eines Musters (M1, M2) mit der Projektionsvorrichtung auf das dreidimensionale Objekt und Auf-
nehmen einer Folge sich zumindest teilweise überlappender Bilder des projizierten Musters mit der Kamera,
wobei das Muster eine Vielzahl erster Linien aufweist, die sich in eine bestimmte Richtung erstrecken, und eine
Vielzahl zweiter Linien, die sich in eine davon verschiedene, die ersten Linie kreuzende Richtung erstrecken;
Bestimmen einer Folge von 3D-Datensätzen aus den aufgenommenen Bildern;
Durchführen eines Abgleichs zwischen aufeinander folgend erfassten 3D-Datensätzen, und
Bestimmen einer Form der Oberfläche des dreidimensionalen Objekts,
wobei das Verfahren des Weiteren Folgendes umfasst:

Bilden des Musters durch Projizieren eines ersten Musters mit ersten Linien und Aufnehmen eines Bilds
mit der Kamera und darauffolgendes Projizieren eines zweiten Musters mit zweiten Linie und Aufnehmen
eines Bilds mit der Kamera und weiteres abwechselndes Projizieren und Aufnehmen der jeweils ersten
und zweiten Muster; und
Projizieren des ersten Musters mit einem ersten Projektor (2) der Projektionsvorrichtung und Projizieren
des zweiten Musters mit einem zweiten Projektor (3) der Projektionsvorrichtung, wobei jeder der Projektoren
eine optische Achse (5, 6) aufweist und die optische Achse (4) der Kamera einen ersten Winkel mit der
optischen Achse des ersten Projektors einschließt und so eine erste Triangulationsebene definiert und die
optische Achse der Kamera einen zweiten Winkel mit der optischen Achse des zweiten Projektors einschließt
und so eine zweite Triangulationsebene definiert, wobei diese Triangulationsebenen zueinander rechtwink-
lig sind.

2. Verfahren nach Anspruch 1 umfassend:

Bestimmen eines ersten 3D-Datensatzes aus dem ersten von der Kamera (1) aufgenommenen Bild unmittelbar
nach dem Aufnahmeschritt;
nachfolgendes Projizieren eines weiteren Musters (M1, M2) mit der Projektionsvorrichtung und Aufnehmen
eines zweiten Bilds mit der Kamera und unmittelbares Bestimmen eines zweiten 3D-Datensatzes aus dem
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zweiten von der Kamera aufgenommenen Bild;
Durchführen eines Abgleichs zwischen den ersten 3D-Daten und den zweiten 3D-Daten;
nachfolgendes Aufnehmen weiterer Bilder und Bestimmen weiterer 3D-Daten und Durchführen eines Abgleichs
zwischen dem weiteren 3D-Datensatz und einem oder mehreren zuvor erfassten 3D-Datensätzen;
zwecks Bestimmung der Form der Oberfläche des dreidimensionalen Objekts in Echtzeit, während der Sensor
und das Objekt relativ zueinander bewegt werden.

3. Verfahren nach Anspruch 1, wobei die ersten Linien und die zweiten Linien in Form eines Gittermusters zueinander
rechtwinklig stehen.

4. Verfahren nach Anspruch 1, das weitere "on-the-fly" Projektions-, Aufnahme- und Abgleichschritte zum Formen
einer Punktewolke, die die Form der Oberfläche des Objekts repräsentiert, und virtuelles Anzeigen der Form der
Oberfläche in Echtzeit umfasst.

5. Verfahren nach Anspruch 1, das ein Anpassen einer Projektions- und Belichtungsdauer an eine relative Geschwin-
digkeit zwischen dem Sensor und dem Objekt umfasst, um zu verhindern, dass die erhaltenen dreidimensionalen
Daten einer Bewegungsunschärfe unterliegen.

6. Verfahren nach Anspruch 1, das ein Verwenden unvollständiger dreidimensionaler Daten umfasst, um Mehrdeu-
tigkeiten und fehlerhafte Daten zu vermeiden.

7. Verfahren nach Anspruch 1 umfassend:

Bewegen des Sensors entlang einer geeigneten Bahn um das Objekt und Erfassen einer großen Anzahl von
Aufnahmen, mit einer Geschwindigkeit der Bewegung und einer Bildabtastrate, die so angepasst werden, dass
benachbarte Bilder sich deutlich überlappen;
Berechnen einer Reihe unvollständiger 3D-Daten des Objekts aus den Aufnahmen;
Abgleichen eines jeden Satzes aus 3D-Daten zusammen mit zuvor erfassten 3D-Datensätzen und daraus
Erzeugen eines im Wesentlichen vollständigen Satzes von 3D-Daten des Objekts;
Anzeigen einer Repräsentation der 3D-Daten für einen Nutzer in Echtzeit, um den Nutzer zu veranlassen, bisher
noch nicht erfasste Bereiche der Objekt-Oberfläche zu erfassen.

8. Die Verfahren nach Anspruch 1, wobei:

der Projektionsschritt ein Projizieren eines Musters (M2) horizontaler Linien mit einer Vielzahl erster Linien
umfasst, die sich in eine bestimmte Richtung erstrecken, sowie eines Musters (M1) vertikaler Linien mit einer
Vielzahl zweiter Linien, die sich in eine davon verschiedene, die ersten Linien kreuzende Richtung erstrecken
und Kreuzungspunkte definieren; und wobei der Abgleichschritt ein Verwenden sequentiell benachbarter 3D-
Datensätze umfasst, von denen einer mit dem Muster horizontaler Linien und der andere mit dem Muster
vertikaler Linien erzeugt wurde, sowie ein iteratives Bewegen eines der 3D-Datensätze relativ zum anderen
3D-Datensatz umfasst, bis zwischen allen Kreuzungspunkten der Muster vertikaler und horizontaler Linie ein
Mindestabstand erreicht ist.

9. Sensor zum Erfassen von Daten, die eine Oberfläche eines dreidimensionalen Objekts repräsentieren, umfassend:

eine Projektionsvorrichtung (2, 3) mit einer Lichtquelle und Optik zum Projizieren eines optischen Musters (M1,
M2) auf die Oberfläche des dreidimensionalen Objekts,
wobei die Projektionsvorrichtung eine optische Achse (5, 6) aufweist;
eine digitale Kamera (1) zum Aufnehmen eines Bilds des auf die Oberfläche des dreidimensionalen Objekts
projizierten optischen Musters, wobei die digitale Kamera eine bestimmte optische Achse (4) aufweist;
eine Steuereinheit, die mit der Projektionsvorrichtung verbunden ist und diese und die digitale Kamera syn-
chronisiert und die Kamera veranlasst, eine Folge sich gegenseitig überlappender Bilder des optischen Musters
aufzunehmen, das sequentiell auf die Oberfläche des Objekts projiziert wird;
wobei die Projektionsvorrichtung zwei Projektoren (2, 3) umfasst, die jeweils eine Lichtquelle, einen Kondensor,
ein Diapositiv mit dem Muster und eine Projektionsoptik aufweisen, die eine optische Achse (5, 6) definieren,
die mit der optischen Achse (4) der Kamera (1) einen Winkel bildet und die jede eine Triangulationsebene
definieren, wobei die beiden Projektoren (2, 3) ausgelegt sind, um zueinander rechtwinklige Muster (M1, M2)
zu projizieren, und
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wobei die Kamera (1) ausgelegt ist, um die projizierten Muster der beiden Projektoren abwechselnd aufzuneh-
men und die beiden Projektoren und die Kamera so angeordnet sind, dass die Triangulationsebenen zueinander
rechtwinklig sind.

10. Sensor nach Anspruch 9, wobei die digitale Kamera (1) eine monochromatische Kamera ist.

11. Sensor nach Anspruch 9, der als in der Hand gehaltener Sensor zur Bewegung in sechs Freiheitsgraden ausgelegt
ist und eine Erfassung komplexer Oberflächen ermöglicht.

12. Sensor nach Anspruch 9, der einen Ausgabeanschluss umfasst, mit dem eine Verbindung zu einer Anzeigevorrich-
tung zur virtuellen Anzeige eines Erfassungsergebnisses in Echtzeit hergestellt werden kann.

Revendications

1. Méthode destinée à acquérir des informations sur la forme superficielle d’un objet tridimensionnel, comprenant les
éléments suivants :

fourniture d’un capteur optique configuré pour générer des données tridimensionnelles à partir d’une simple
exposition, ledit capteur ayant un dispositif de projection (2, 3) et une caméra (1) ;
génération d’un mouvement relatif entre le capteur et l’objet tridimensionnel ;
projection d’un motif (M1, M2) avec le dispositif de projection sur l’objet tridimensionnel et enregistrement avec
la caméra d’une séquence d’images du motif projeté, se chevauchant au moins partiellement, ledit motif ayant
une pluralité de premières lignes s’étendant dans une direction donnée et une pluralité de secondes lignes
s’étendant dans une direction différente et croisant les premières lignes ;
détermination d’une séquence de jeux de données 3D à partir des images enregistrées ;
réalisation d’un recalage entre les jeux de données 3D obtenus consécutivement, et détermination d’une forme
superficielle de l’objet tridimensionnel,
sachant que la méthode comprend également les éléments suivants :

formation du motif en projetant un premier motif avec les premières lignes et en enregistrant une image
avec la caméra, et en projetant ensuite un second motif avec les secondes lignes et en enregistrant une
image avec la caméra, et en poursuivant cette opération en alternant entre projection et enregistrement
des premiers et seconds motifs ; et
projection dudit premier motif avec un premier projecteur (2) dudit dispositif de projection et projection dudit
second motif avec un second projecteur (3) dudit second dispositif de projection, chacun desdits projecteurs
ayant un axe optique (5, 6) et l’axe optique (4) de la caméra englobant un premier angle avec l’axe optique
du premier projecteur définissant un premier plan de triangulation et l’axe optique de la caméra englobant
un second angle avec l’axe optique du second projecteur définissant un second plan de triangulation, lesdits
plans de triangulation étant perpendiculaires entre eux.

2. Méthode selon la revendication 1, comprenant les éléments suivants :

détermination d’un premier jeu de données 3D à partir de la première image enregistrée par la caméra (1),
suivant immédiatement l’étape d’enregistrement ;
projection consécutive d’un autre motif (M1, M2) avec le dispositif de projection et enregistrement d’une seconde
image avec la caméra et détermination immédiate d’un second jeu de données 3D à partir de la seconde image
enregistrée par la caméra ;
réalisation d’un recalage entre les premières données 3D et les secondes données 3D ;
enregistrement consécutif d’autres images et détermination d’autres données 3D, et réalisation d’un recalage
entre l’autre jeu de données 3D et un ou plusieurs jeux de données 3D acquis précédemment ;
afin de déterminer la forme superficielle de l’objet tridimensionnel en temps réel lorsque le capteur et l’objet
sont déplacés l’un par rapport à l’autre.

3. Méthode selon la revendication 1, dans laquelle les premières et les secondes lignes sont perpendiculaires entre
elles selon une forme de quadrillage.

4. Méthode selon la revendication 1, comprenant la poursuite de la projection, de l’enregistrement, des étapes de
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recalage en continu pour former un nuage de points représentant la forme superficielle de l’objet et affichant vir-
tuellement la forme superficielle en temps réel.

5. Méthode selon la revendication 1, comprenant l’adaptation de la durée de projection et d’exposition à une vitesse
relative entre le capteur et l’objet pour éviter tout flou cinétique des données tridimensionnelles résultantes.

6. Méthode selon la revendication 1, comprenant l’utilisation de données tridimensionnelles éparses afin d’éviter toute
ambiguïté et fausses données.

7. Méthode selon la revendication 1, comprenant les éléments suivants :

mouvement du capteur le long d’un trajet approprié autour de l’objet et acquisition d’une multitude d’expositions,
sachant qu’une vitesse cinétique et une fréquence d’images sont ajustées de telle sorte que les images adja-
centes se chevauchent de manière importante ;
calcul d’une série de données 3D éparses de l’objet à partir des expositions ;
recalage de chacun des jeux de données 3D avec les jeux de données 3D acquis précédemment et obtention
d’un jeu essentiellement complet de données 3D de l’objet ;
affichage à l’intention d’un utilisateur d’une représentation de données 3D en temps réel pour inviter l’utilisateur
à couvrir les zones précédemment non couvertes de la surface de l’objet.

8. Méthode selon la revendication 1, dans laquelle :

l’étape de projection comprend la projection d’un motif à lignes horizontales (M2) avec une pluralité de premières
lignes s’étendant dans une direction donnée et un motif à lignes verticales (M1) avec une pluralité de secondes
lignes s’étendant dans une direction différente croisant les premières lignes et définissant des points
d’intersection ; et l’étape de recalage comprend l’utilisation de jeux de données 3D séquentiellement adjacents,
l’un étant généré avec le motif à lignes horizontales et
l’autre avec le motif à lignes verticales, et le déplacement itératif d’un des jeux de données 3D vers l’autre jeu
de données 3D jusqu’à ce qu’une distance minimale soit atteinte entre tous les points d’intersection entre lesdits
motifs à lignes verticales et horizontales.

9. Capteur destiné à l’acquisition de données représentant une surface de l’objet tridimensionnelle, comprenant :

un dispositif de projection (2, 3) ayant une source lumineuse et des optiques pour projeter un motif optique (M1,
M2) sur la surface de l’objet tridimensionnel, ledit dispositif de projection ayant un axe optique (5, 6) ;
une caméra numérique (1) pour enregistrer une image du motif optique projeté sur la surface de l’objet tridi-
mensionnel, ladite caméra numérique ayant un axe optique donné (4) ;
une unité de commande connectée audit dispositif de projection et synchronisant celui-ci et ladite caméra
numérique, et demandant à ladite caméra d’enregistrer une séquence d’images se chevauchant mutuellement
du motif optique projeté séquentiellement sur la surface de l’objet,
sachant que ledit dispositif de projection comprend deux projecteurs (2, 3) ayant chacun une source lumineuse,
un condenseur, une diapositive avec motif et des optiques de projection définissant un axe optique (5, 6) formant
un angle avec ledit axe optique (4) de ladite caméra (1) et définissant un plan de triangulation, lesdits deux
projecteurs (2, 3) étant configurés pour projeter des motifs (M1, M2) perpendiculaires entre eux, et sachant que
ladite caméra (1) est configurée pour enregistrer les motifs projetés desdits deux projecteurs en alternance, et
que les deux projecteurs et la caméra sont disposés de sorte que lesdits plans de triangulation sont perpendi-
culaires entre eux.

10. Capteur selon la revendication 9, dans lequel ladite caméra numérique (1) est une caméra monochromatique.

11. Capteur selon la revendication 9, conçu comme capteur tenu à la main pour une liberté de mouvement de six degrés
et permettant l’acquisition de surfaces complexes.

12. Capteur selon la revendication 9, comprenant une connexion de sortie permettant de le raccorder à un dispositif
d’affichage pour afficher virtuellement et en temps réel un résultat d’acquisition.
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