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Description

BACKGROUND

Field

[0001] Embodiments of the invention relate to the field
of optical coherence tomography and, in particular, to
devices, systems, methods of utilizing such optical co-
herence tomography data to perform precision measure-
ments on eye tissue for the detection of eye diseases.

Description of the Related Art

[0002] Many industrial, medical, and other applications
exist for optical coherence tomography (OCT), which
generally refers to an interferometric, non-invasive opti-
cal tomographic imaging technique offering millimeter
penetration (approximately 2-3 mm in tissue) with mi-
crometer-scale axial and lateral resolution. For example,
in medical applications, doctors generally desire a non-
invasive, in vivo imaging technique for obtaining sub-sur-
face, cross-sectional and/or three-dimensional images
of translucent and/or opaque materials at a resolution
equivalent to low-power microscopes. Accordingly, in the
coming years, it is projected that there will be 20 million
OCT scans performed per year on patients. Most of these
will probably occur in the field of ophthalmology. In cur-
rent optical coherence tomography systems, doctors or
other medical professionals administer the OCT scans
in the doctors’ medical office or sectional and/or three-
dimensional images of translucent and/or opaque mate-
rials at a resolution equivalent to low-power microscopes.
Accordingly, in the coming years, it is projected that there
will be 20 million OCT scans performed per year on pa-
tients. Most of these will probably occur in the field of
ophthalmology. In current optical coherence tomography
systems, doctors or other medical professionals admin-
ister the OCT scans in the doctors’ medical office or med-
ical facilities.
[0003] US6293674 describes a method and apparatus
for diagnosing and monitoring eye disease. Analysis is
carried out on OCT scans of a retina to determine meas-
ures for diagnosing and monitoring glaucomatous retinal
nerve fiber layer ("NFL") change. US2007/287932 de-
scribes a method for comparing the detection of clinically
significant diabetic macular edema via an OCT grid scan-
ning protocol and biomicroscopic examination.
US2007/195269 describes a method of performing an
OCT image scan. Templates are formed to correct the
OCT images for eye motion, blood vessel placement,
and center offset. Video images are taken simultaneously
with the OCT images and utilized to correct the OCT im-
ages. EP0697611 describes an ophthalmologic surgical
microscope which is combined internally with an OCT
apparatus wherein auto-focusing is provided by driving
a motorized internal focusing lens of the ophthalmologic
surgical microscope with a signal output from the OCT

apparatus.

SUMMARY

[0004] Various embodiments of the present invention
relate to the utilization of optical coherence tomography,
which generally refers to an interferometric, non-invasive
optical tomographic imaging technique, that can be used
to detect and analyze, for example, eye tissue, and/or
disease features, including but not limited to cystoid ret-
inal degeneration, outer retinal edema, subretinal fluid,
subretinal tissue, macular holes, drusen, or the like. For
example, and in accordance with one aspect of the
present invention, there is provided an optical coherence
tomography instrument according to claim 1. In another
aspect of the present invention, there is provided a meth-
od for self-administering an optical coherence tomogra-
phy exam by the subject with an optical coherence tom-
ography instrument according to claim 1.
[0005] In accordance with an embodiment of the
present invention, an optical coherence tomography in-
strument comprises first and second oculars for receiving
a pair of eyes of a user; a light source that outputs light
that is directed through the first and second oculars to
the user’s eyes; an interferometer configured to produce
optical interference using light reflected from the user’s
eye; an optical detector disposed so as to detect said
optical interference; and electronics comprising a com-
puter system coupled to the detector and configured to
provide an output based on optical coherence tomogra-
phy measurements obtained using said interferometer.
[0006] The optical coherence tomography instrument
further comprises at least one of auto-focus lenses con-
figured to focus the optical coherence tomography instru-
ment or a Z positioning module comprised by the com-
puter system and configured to automatically adjust a Z
offset to obtain an optical coherence tomography scan
of eye tissue.
[0007] For purposes of this summary, certain aspects,
advantages, and novel features of the invention are de-
scribed herein. It is to be understood that not necessarily
all such aspects, advantages, and features may be em-
ployed and/or achieved in accordance with any particular
embodiment of the invention. Thus, for example, those
skilled in the art will recognize that the invention may be
embodied or carried out in a manner that achieves one
advantage or group of advantages as taught herein with-
out necessarily achieving other advantages as may be
taught or suggested herein.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] The foregoing and other features, aspects and
advantages of the present invention are described in de-
tail below with reference to the drawings of various em-
bodiments, which are intended to illustrate and not to limit
the invention. The drawings comprise the following fig-
ures in which:
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Figure 1 is a schematic diagram of one embodiment
of the optical coherence tomography system de-
scribed herein.
Figure 2 is a schematic diagram of one embodiment
of an interferometer arranged to perform measure-
ments of an eye.
Figure 3A is a schematic diagram of one embodi-
ment of an OCT system comprising a main body con-
figured to conveniently interfere with a person’s
eyes, the main body being in communication with
various systems as described herein.
Figure 3B is a perspective view schematically illus-
trating an embodiment of the main body shown in
Figure 3A.
Figure 4 is schematic diagram of one embodiment
of a spectrometer used to analyze data from an inter-
ferometer used for OCT.
Figure 5 is a schematic diagram of the main body of
an OCT system comprising a single display for pre-
senting a display target to a patient.
Figures 6A - 6C are schematic diagrams illustrating
the use of optical coherence tomography to scan ret-
inal tissue to generate A-scans and B-scans.
Figures 7A - 7F are schematic diagrams illustrating
embodiments for adjusting and/or calibrating inter-
pupillary distance.
Figure 8 is a block diagram schematically illustrating
one embodiment of the computer system of the op-
tical coherence tomography system described here-
in.
Figure 9 is illustrates a process flow diagram of one
embodiment of performing precision measurements
on retinal tissue for the detection of pathognomonic
disease features.
Figures 10A-10D illustrate possible embodiments of
disposing the main body of an optical coherence to-
mography device with respect to a user.
Figures 11A-11B illustrate possible embodiments of
output reports generated by the optical coherence
tomography device.
Figure 12 is a block diagram schematically illustrat-
ing another embodiment of the computer system for
a optical coherence tomography system described
herein.
Figure 13 is a block diagram schematically illustrat-
ing components in one embodiment of the computer
system for an optical coherence tomography system
described herein.
Figure 14A is a diagram schematically illustrating
one embodiment for determining a risk assessment.
Figure 14B is a schematic illustration of a plot of risk
of retinal disease versus retinal thickness for deter-
mining a risk assessment in another embodiment.
Figure 15 is an illustration of RPE detection and RPE
polynomial fit curvature, and the difference there be-
tween.
Figure 16 is an illustration of retinal tissue segmented
into inner and outer retinal tissue regions.

DETAILED DESCRIPTION

[0009] Embodiments of the invention will now be de-
scribed with reference to the accompanying figures,
wherein like numerals refer to like elements throughout.
The terminology used in the description presented herein
is not intended to be interpreted in any limited or restric-
tive manner, simply because it is being utilized in con-
junction with a detailed description of certain specific em-
bodiments of the invention. Furthermore, embodiments
of the invention may comprise several novel features, no
single one or which is solely responsible for its desirable
attributes or which is essential to practicing the inventions
herein described. The embodiments described herein
make OCT screening more accessible to users thereby
allowing for earlier detection and/or treatment of various
diseases, ailments, or conditions, for example, maculop-
athy, glaucoma, or the like.
[0010] The terms "optical coherence tomography" and
"OCT" generally refer to an interferometric technique for
imaging samples, in some cases, with micrometer lateral
resolution. This non-invasive optical tomographic imag-
ing technique is used in ophthalmology to provide cross-
sectional images of the eye, and more particularly the
posterior of the eye, though it can also be used to image
other samples or tissues in areas of the user’s body.
[0011] Generally, OCT employs an interferometer.
Light from a light source (for example, a broadband light
source) is split (for example, by a beamsplitter) and trav-
els along a sample arm (generally comprising the sam-
ple) and a reference arm (generally comprising a mirror).
A portion of the light from the sample arm is reflected by
the sample. Light is also reflected from a mirror in the
reference arm. (Light from the test arm and the reference
arm is recombined, for example by the beamsplitter.)
When the distance travelled by light in the sample arm
is within a coherence length of the distance travelled by
light in the reference arm, optical interference occurs,
which affects the intensity of the recombined light. The
intensity of the combined reflected light varies depending
on the sample properties. Thus, variations for the inten-
sity of the reflectance measured are indications of the
physical features of the sample being tested.
[0012] In time-domain OCT, the length of the reference
arm can be varied (for example, by moving one or more
reference mirrors). The reflectance observed as the ref-
erence arm distance changes indicates sample proper-
ties at different depths of the sample. (In some embodi-
ments, the length of the sample arm is varied instead of
or in addition to the variation of the reference arm length.)
In frequency-domain OCT, the distance of the reference
arm can be fixed, and the reflectance can then be meas-
ured at different frequencies. For example, the frequency
of light emitted from a light source can be scanned across
a range of frequencies or a dispersive element, such as
a grating, and a detector array may be used to separate
and detect different wavelengths. Fourier analysis can
convert the frequency-dependent reflectance properties
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to distance-dependent reflectance properties, thereby in-
dicating sample properties at different sample depths. In
certain embodiments, OCT can show additional informa-
tion or data than nonmydriatic color fundus imaging.
[0013] The term "A-scan’’ describes the light reflectivity
associated with different sample depths. The term "B-
scan" as used herein refers to the use of cross-sectional
views of tissues formed by assembly of a plurality of A-
scans. In the case of ophthalmology, light reflected by
eye tissues is converted into electrical signals and can
be used to provide data regarding the structure of tissue
in the eye and to display a cross-sectional view of the
eye. In the case of ophthalmology, A-scans and B-scans
can be used, for example, for differentiating normal and
abnormal eye tissue or for measuring thicknesses of tis-
sue layers in the eyes.
[0014] In ophthalmic instances, an A-scan can gener-
ally include data from the cornea to the retina, and a B-
scan can include cross-sectional data from a medial bor-
der to a lateral border of the eye and from the cornea to
the retina. Three-dimensional C-scans can be formed by
combining a plurality of B-scans.
[0015] As used herein the terms "user" or "patient" may
be used interchangeably, and the foregoing terms com-
prise without limitation human beings, whether or not un-
der the care of a physician, and other mammals.
[0016] The terms "eye scan," "scanning the eye," or
"scan the eyes," as used herein, are broad interchange-
able terms that generally refer to the measurement of
any part or substantially all of the eye, including but not
limited to the cornea, the retina, the eye lens, the iris,
optic nerve, or any other tissue or nerve related to the eye.
[0017] The terms "risk assessment" and "diagnosis,"
may be used in the specification interchangeably al-
though the terms have different meanings. The term "risk
assessment" generally refers to a probability, number,
score, grade, estimate, etc. of the likelihood of the exist-
ence of one or more illnesses, diseases, ailments, or the
like. The term "diagnosis" generally refers to a determi-
nation by examination and/or tests the nature and cir-
cumstances of an illness, ailment, or diseased condition.
[0018] The disclosure herein provides various meth-
ods, systems, and devices for generating and utilizing
optical coherence tomography image data to perform
precision measurements on retinal tissue for the detec-
tion of disease features, and generating a risk tech-
niques. These methods, systems and devices may em-
ploy, in some embodiments, a statistical analysis of the
detected disease features obtained by optical coherence
tomography imaging techniques. Such methods, sys-
tems, and devices can be used to screen for diseases.
[0019] With reference to Figure 1, there is illustrated a
block diagram depicting one embodiment of the optical
coherence tomography system. In one embodiment,
computer system 104 is electrically coupled to an output
device 102, a communications medium 108, and a user
card reader system 112. The communications medium
108 can enable the computer system 104 to communi-

cate with other remote systems 110. The computer sys-
tem 104 may be electrically coupled to main body 106,
which the user 114 positions near or onto the user’s eyes.
In the illustrated example, the main body 106 is a binoc-
ular system (for example, has a two oculars or optical
paths for the eyes providing one view for one eye and
another view for another eye, or the like) configured to
scan two eyes without repositioning the oculars with re-
spect to the head of the patient, thereby reducing the
time to scan a patient. In some embodiments, the eyes
are scanned simultaneously using a scanner (for exam-
ple, galvanometer), which provides interlaces of meas-
urements from both eyes. Other embodiments are pos-
sible as well, for example, the binocular system or a two
ocular system having two respective optical paths to the
two eyes can be configured to scan the eyes in series,
meaning one eye first, and then the second eye. In some
embodiments, serial scanning of the eyes comprises
scanning a first portion of the first eye, a first portion of
the second eye, a second portion the first eye, and so on.
[0020] Referring to Figure 1, the user 114 can engage
handle 118 and position (for example, up, down, or side-
ways) the main body 106 that is at least partially support-
ed and connected to a zero gravity arm 116, and accord-
ingly the system 100 has no chin rest. In some embodi-
ments, this configuration can introduce positioning error
due to movement of the mandible. When the main body
106 is in such a position, the distance between the out-
ermost lens (the lens closest to the user) and the user’s
eye can range between 10 mm and 30 mm, or 5 mm and
25 mm, or 5 mm and 10 mm. The close proximity of the
lens system to the user’s eyes increases compactness
of the system, reduces position variability when the pa-
tient places his eyes (for example, orbital rims) against
the man body, and increases the viewing angle of the
user’s eyes increases compactness of the system, re-
duces position variability when the patient places his
eyes (for example, orbital rims) against the man body,
and increases the viewing angle of the OCT apparatus
when imaging through an undilated pupil. Accordingly,
the main body 106 can also comprise eyecups 120 (for
example, disposable eyecups) that are configured to con-
tact the user’s eye socket to substantially block out am-
bient light and/or to at least partially support the main
body 106 on the eye socket of the user 114. The eyecups
120 have central openings (for example, apertures) to
allow passage of light from the light source in the instru-
ment to the eyes. The eyecups 120 can be constructed
of paper, cardboard, plastic, silicon, metal, latex, or a
combination thereof. The eyecups 120 can be tubular,
conical, or cup-shaped flexible or semi-rigid structures
with openings on either end. Other materials, shapes and
designs are possible. In some embodiments, the eye-
cups 120 are constructed of latex that conforms around
eyepiece portions of the main body 106. The eyecups
120 are detachable from the main body 106 after the eye
scan has been completed, and new eyecups 120 can be
attached for a new user to ensure hygiene and/or to pro-
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tect against the spread of disease. The eyecups 120 can
be clear, translucent or opaque, although opaque eye-
cups offer the advantage of blocking ambient light for
measurement in lit environments.
[0021] The main body 106 may comprise one or more
eyepieces, an interferometer, one or more target dis-
plays, a detector and/or an alignment system. The optical
coherence tomography system may comprise a time do-
main optical coherence tomography system and/or a
spectral domain optical coherence tomography system.
Accordingly, in some embodiments, the main body 106
comprises a spectrometer, (for example, a grating) and
a detector array. The main body may, in some embodi-
ments, comprise signal processing component (for ex-
ample, electronics) for performing, for example, Fourier
transforms. Other types of optical coherence tomography
systems may be employed.
[0022] Figure 2 shows a diagram of an example optical
coherence tomography system. Light 150 is output from
a light source 155. The light source 155 may comprise a
broadband light source, such as a superluminescent di-
ode or a white light source. (Alternatively, light emitted
from the light source 155 may vary in frequency as a
function of time.) The light 150 may comprise collimated
light. In one embodiment, light 150 from the light source
155 is collimated with a collimating lens. The light is split
at beamsplitter 160. Beamsplitters, as described herein,
may comprise without limitation a polarization-based
beamsplitter, a temporally based beamsplitter and/or a
50/50 beamsplitter or other devices and configurations.
A portion of the light travels along a sample arm, directed
towards a sample, such as an eye 165 of a user 114.
Another portion of the light 150 travels along a reference
arm, directed towards a reference mirror 170. The light
reflected by the sample and the reference mirror 170 are
combined at the beamsplitter 160 and sensed either by
a one-dimensional photodetector or a two-dimensional
detector array such as a charge-coupled device (CCD)
or complementary metal-oxide-semiconductor (CMOS).
A two-dimensional array may be included in a full field
OCT instrument, which may gather information more
quickly than a version that uses a one dimensional pho-
todetector array instead. In time-domain OCT, the length
of the reference arm (which may be determined in part
by the position of the reference mirror 170) may be var-
ying in time.
[0023] Whether interference between the light reflect-
ed by the sample and the light reflected by the reference
mirror/s occurs will depend on the length of the reference
arm (as compared to the length of the test arm) and the
frequency of the light emitted by the light source. High
contrast light interference occurs between light travelling
similar optical distances (for example, (differences less
than a coherence length). The coherence length is de-
termined by the bandwidth of the light source. Broadband
light sources correspond to smaller coherence lengths.
[0024] In time-domain OCT, when the relative length
of the reference and sample arms varies over time, the

intensity of the output light may be analyzed as a function
of time. The light signal detected results from light rays
scattered from the sample that interfere constructively
with light reflected by the reference mirror/s Increased
interference occurs, however, when the lengths of the
sample and reference arms are approximately similar (for
example, within about one coherence length in some cas-
es). The light from the reference arm, therefore, will in-
terfere with light reflected from a narrow range of depths
within the sample. As the reference (or sample) arms are
translated, this narrow range of depths can be moved
through the thickness of the sample while the intensity
of reflected light is monitored to obtain information about
the sample. Samples that scatter light will scatter light
back that interferes with the reference arm and thereby
produce an interference signal. Using a light source hav-
ing a short coherence length can provide increased to
high resolution (for example, 0.1-10 microns), as the
shorter coherence length yields a smaller range of depths
that is probed at a single instant in time.
[0025] In various embodiments of frequency-domain
optical coherence tomography, the reference and sam-
ple arms are fixed. Light from a broadband light source
comprising a plurality of wavelengths is reflected from
the sample and interfered with light reflected by the ref-
erence mirror/s. The optical spectrum of the reflected sig-
nal can be obtained. For example, the light may be input
to a spectrometer or a spectrograph comprising, for ex-
ample, a grating and a detector array, that detects the
intensity of light at different frequencies.
[0026] Fourier analysis performed, for example, by a
processor may convert data corresponding to a plurality
of frequencies to that corresponding to a plurality of po-
sitions within the sample. Thus, data from a plurality of
sample depths can be simultaneously collected without
the need for scanning of the reference arm (or sample)
arms. Additional details related to frequency domain op-
tical coherence tomography are described in Vakhtin et
al., (Vakhtin AB, Kane DJ, Wood WR and Peterson KA.
"Common-path interferometer for frequency-domain op-
tical coherence tomography," Applied Optics. 42(34),
6953-6958 (2003)).
[0027] Other methods of performing optical coherence
tomography are possible. For example, in some embod-
iment of frequency domain optical coherence tomogra-
phy, the frequency of light emitted from a light source
varies in time. Thus, differences in light intensity as a
function of time relate to different light frequencies. When
a spectrally time-varying light source is used, a detector
may detect light intensity as a function of time to obtain
optical spectrum of the interference signal. The Fourier
transform of the optical spectrum may be employed as
described above. A wide variety of other techniques are
also possible.
[0028] Figure 3A shows one configuration of main body
106 comprising an optical coherence tomography sys-
tem and an alignment system. Other optical coherence
eyepiece configured to receive an eye from a user 114.
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In alternatives useful for understanding the invention, the
main body 106 includes only one eyepiece 203.
[0029] Figure 3A shows one representative embodi-
ment of an optical coherence tomography system. Light
from a light source 240 may propagate along a path that
is modulated, for example, vertically and/or horizontally
by one or more beam deflectors 280. A galvanometer
may be used for this purpose. The galvanometer 280 can
control the horizontal and/or vertical location of a light
beam from the light source 240, thereby allowing a plu-
rality of A-scans (and thus one or more B-scan and/or a
C-scan) to be formed.
[0030] The light from the light source 240 is split at
beamsplitter 245. In some embodiments, beamsplitter
245 is replaced by a high frequency switch that uses, for
example, a galvanometer, that directs about 100% of the
light towards mirror 250a for about © of a cycle and then
directs about 100% of the light towards mirror 250b for
the remainder of the cycle. The light source 240 may
include a broadband light source, such as a superlumi-
nescent light-emitting diode. Light split at the beamsplit-
ter 245 is then split again at beamsplitter 285a or 285b
to form a reference arm and a sample arm. A first portion
of the light split at beamsplitter 285a or 285b is reflected
by reference mirrors 273a or 273b, reference mirrors
270a or 270b, and reference mirrors 265a or 265b. A
second portion of the light split at beamsplitter 285a or
285b is reflected by mirror 250a or 250b, by mirror 255a
or 255b and by mirror 260a or 260b. Mirrors 255a or 255b
and mirrors 250a and 250b are connected to a Z-offset
adjustment stage 290b. By moving the position of the
adjustment stage 290a or 290b, the length of the sample
arm is adjusted. Thus, the adjustment stage 290a or 290b
can adjust the difference between the optical length from
the light source 240 to a portion of the sample and the
optical length from the light source 240 and the reference
mirror 270a or 270b and/or reference mirror 273a or
273b. This difference can be made small, for example,
less than a coherence length, thereby promoting for op-
tical interference to occur. In some embodiments, the
positions of one or more reference mirrors (for example,
reference mirror 270a or 270b and reference mirror 273a
or 273b) are movable in addition to or instead of the ad-
justment stage being movable. Thus, the length of the
reference arm and/or of the sample arm may be adjust-
able. The position of the adjustment stages 290a and/or
290b may be based on the signals from the device, as
described in more detail below. and/or of the sample arm
may be adjustable. The position of the adjustment stages
290a and/or 290b may be based on the signals from the
device, as described in more detail below.
[0031] The light reflected by mirror 260a or 260b is
combined with light from display 215a or 215b at beam-
splitter 230a or 230b. The displays 215a and 215b may
comprise one or more light sources, such as in an emis-
sive display like an array of matrix LEDs. Other types of
displays can be used. The display can display targets of
varying shapes and configurations, including a bar and/or

one or more dots. A portion of the optical path from the
light source 240 to the eye may be coaxial with a portion
of the path from the displays 215a and 215b to the eye.
These portions may extend though the eyepiece. Accord-
ingly, a light beam from the light source 240 is coaxial
with a light beam from the displays 215a and 215b such
that the eyes can be positioned and aligned with respect
to the eyepieces using the displays.
[0032] As described in greater detail below, for exam-
ple, the user 114 may use images from the displays in
order to adjust interpupillary distance. In various embod-
iments, for example, proper alignment of two images pre-
sented by the displays may indicate that the interpupillary
distance is appropriately adjusted. Thus, one or more
adjustment controls 235 may be used to adjust the dis-
tance between the display targets 215a and 215b and/or
between the eyepieces 203. The adjustment controls 235
may be provided on the sides of the main body 106 or
elsewhere. In certain embodiments, the adjustment con-
trol 204 may comprise a handle on the main body 106,
as shown in Figure 3B. In this embodiment, rotation of
the adjustment control 204 may increase or decrease the
interpupillary distance.
[0033] The combined light (that is reflected by mirror
260a or 260b and that comes from display 215a or 215b)
is focused by adjustable powered optics (for example,
lens) 210 possibly in conjunction with optical element
205. The adjustable optics 210 may comprise a zoom
lens or lens system that may be have, for example, a
focal length and/or power that is adjustable. The adjust-
able optics 210 may comprise be part of an auto-focus
system or may be manually adjusted. The adjustable op-
tics 210 may provide optical correction for those in need
of such correction (for example, a user whose glasses
are removed during testing). The position of the powered
optics 210 may be based on the signals obtained from
the device, as described in more detail below. The fo-
cused light then travels through eyepiece windows or
lens 205, positioned at a proximal end of the eyepiece
203, towards the eye of a user 114. In the case where a
lens 205 is includes, this lens 205 may contribute to fo-
cusing of the light into the eye.
[0034] This light focused into the eye may be scattered
by tissue or features therein. A portion of this scattered
light may be directed back into the eyepiece. Lens 205
may thus receive light 207 reflected from the user’s eye,
which travels through the powered optics 210, reflects
off of the beamsplitter 230a or 230b towards beamsplitter
220a or 220b, which reflects the light towards mirrors
295a or 295b. At 295a or 295b, light reflected by the
sample interferes with light in the reference arm (path
between beamsplitter 285a or 285b and beamsplitter
295a or 295b that includes mirrors 273a or 273b and
270a or 270b). (Accordingly, the sample arm includes
the optical path between beamsplitter 285a or 285b and
beamsplitter 295a or 295b that includes mirrors 250a or
250b and 255a or 255b and the sample or eye.) The light
is then reflected by mirror 225a or 225b towards switch
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275. In some embodiments, the switch 275 comprises a
switchable deflector that switches optical paths to the
first or second eye to collect data from the respective eye
to be sent to the data acquisition device 202. The switch
may comprise a low-frequency switch, such that all data
to be collected from one eye is obtained before the data
is collected from the other eye. Alternatively, the switch
may comprise a high-frequency switch, which may inter-
lace data collected from each eye.
[0035] The instrument may be configured differently.
For example, a common reference path may be used for
each eye. In some embodiments, the reference arm in-
cludes one or more movable mirrors to adjust the optical
path length difference between the reference and sample
arms. Components may be added, removed, or reposi-
tioned in other embodiments. Other techniques, may be
used.
[0036] Although not shown, for example, polarizers
and polarizing beamspitters may be used to control the
propagation of light through the optical path in the optical
system. Other variations are possible. Other designs may
be used.
[0037] In some embodiments, an A-scan may be
formed in the time domain. In these instances, the Z-
offset adjustment stage and corresponding mirror 255a
or 255b and mirror 255a or 255b may change positions
in time. Alternatively, reference mirrors 270a and 270b
and reference mirrors 273a and 273b or other mirrors in
the reference or sample arms may be translated. The
combined light associated with various mirror positions
may be analyzed to determine characteristics of an eye
as a function of depth. In other embodiments, an A-scan
may be formed in the spectral domain. In these instances,
the frequencies of the combined light may be analyzed
to determine characteristics of an eye as a function of
depth. Additionally, one or more galvanometers 280 can
control the horizontal and/or vertical location of the A-
scan. Thus, a plurality of A-scans can be obtained to form
a B-scan and/or a C-scan.
[0038] Light output from the structure 275 can be input
into a data acquisition device 202, which may comprise,
for example, a spectrometer or a light meter. A grating
may be in the main body 106. The data acquisition device
202 is coupled to a computer system 104, which may
present output based on scans to the user 114. The out-
put device may include a monitor screen, in which output
results are displayed. The output device may include a
printer, which prints output results. The output device
may be configured to store data on a portable medium,
such as a compact disc or USB drive, or a custom port-
able data storage device.
[0039] In some embodiments, the computer system
104 analyzes data received by the data acquisition de-
vice 202 in order to determine whether one or more of
the adjustment stages 290a and/or 290b and/or the pow-
ered optics 210 should be adjusted. In one instance, an
A-scan is analyzed to determine a position (for example,
a coarse position) of the retina such that data on the

retina may be obtained by the instrument. In some em-
bodiments, each A-scan comprises a plurality of light in-
tensity values, each associated with a different depth into
the sample. The A-scan may be obtained, in some em-
bodiments, by translating the Z adjustment stage 290a
or 290b. Likewise, the A-scan comprises values of re-
flected signal for obtained for different location of Z ad-
justment stage. The retina reflects more light than other
parts of the eye, and thus, it is possible to determine a
position of the adjustment stage 290a or 290b that effec-
tively images the retina by assessing what depths provide
an increase in reflected intensity. In some embodiments,
the Z adjustment stage may be translated and the inten-
sity values may be monitored. An extended peak in in-
tensity for a number of Z adjustment stage positions may
correspond to the retina. A variety of different approaches
and values may be monitored to determine the location
of the retina. For example, multiple A-scans may be ob-
tained at different depths and the integrated intensity of
each scan may be obtained and compared to determine
which depth provided a peak integrated intensity. In cer-
tain embodiments, intensity values within an A-scan can
be compared to other values within the A-scan and/or to
a threshold. The intensity value corresponding to the pre-
ferred location may be greater than a preset or relative
threshold and/or may be different from the rest of the
intensity values, (for example, by more than a specified
number of standard deviations). A wide variety of ap-
proaches may be employed.
[0040] After the positions of the adjustment stages
290a and 290b have been determined, subsequent im-
age analysis may be performed to account for vibration
or movement of the user’s head, eyes or retinas relative
to the light source 240. A feedback system such as a
closed loop feedback system may be employed in effort
to provide a more stabilized signal in the presence of
such motion. The optical coherence tomography signal
may be monitored and feedback provided to, for exam-
ple, one or more translation stages to compensate for
such vibration or movement. In some embodiments, sub-
sequent image analysis may be based on initial image
and/or detect changes in image characteristics. For ex-
ample, the image analysis may determine that the bright-
est pixel within an A-scan has moved 3 pixels from a
previous scan. The adjustment stage 290a or 290b may
thus be moved based on this analysis. Other approaches
may be used.
[0041] In some instances, optical coherence tomogra-
phy signals are used to adjust the powered optics 210 to
provide for increased or improved focus, for example,
when a patient needs refractive correction. Many us-
ers/patients, for example, may wear glasses and may be
tested while not wearing any glasses. The powered op-
tics 210 may be adjusted based on reflected signal to
determine what added correction enhances signal quality
or is otherwise an improvement. Accordingly, in some
embodiments, a plurality of A-scans is analyzed in order
to determine a position for the powered optics 210. In
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some instances, a plurality of A-scans is analyzed in or-
der to determine a position for the powered optics 210.
In some embodiments, this determination occurs after
the position of the adjustment stage 290a or 290b has
been determined. One or more A-scans, one or more B-
scans or a C-scan may be obtained for each of a plurality
of positions of the powered optics 210. These scans may
be analyzed to assess, for example, image quality. The
position of the powered optics 210 may be chosen based
on these image quality measures.
[0042] The image quality measure may include a noise
measure. The noise measure may be estimated based
on the distribution of different intensity levels of reflected
light within the scans. For example, lower signals may
be associated with noise. Conversely, the highest signals
may be associated with a saturated signal. A noise meas-
ure may be compared to a saturation measure as in signal
to noise ratios or variants thereof. The lowest reflectivity
measured (referred to as a low measure or low value)
may also be considered. In some embodiments, the po-
sitions of the adjustment stages 290a and/or 290b and/or
the powered optics 210 is determined based upon a sig-
nal-to-noise measure, a signal strength measure, a noise
measure, a saturation measure, and a low measure. Dif-
ferent combinations of these parameters may also be
used. Values obtained by integrating parameters over a
number of positions or scans, etc., may also be used.
Other parameters as well as other image quality assess-
ments may also be used.
[0043] In one embodiment, a noise value is estimated
to be a reflected light value for which approximately 75%
of the measured reflected light is below and approximate-
ly 25% of the measured reflected light is above. The sat-
uration value is estimated to be a reflected light value for
which approximately 99% of the measured reflected light
is below and approximately 1% of the measured reflected
light is above. A middle value is defined as the mean
value of the noise value and the saturation value. An
intensity ratio is defined as the difference between the
saturation value and the low value divided by the low
value multiplied by 100. A tissue signal ratio is defined
as the number of reflected light values between the mid-
dle value and the saturation value divided by the number
of reflected light values between the noise value and the
saturation value. A quality value is defined as the intensity
ratio multiplied by the tissue signal ratio. Additional de-
tails are described, for example, in Stein DM, Ishikawa
H, Hariprasad R, Wollstein G, Noecker RJ, Fujimoto JG,
Schuman JS. A new quality assessment parameter for
optical coherence tomography. Br. J. Ophthalmol.
2006;90;186-190. A variety of other approaches may be
used to obtain a figure of merit to use to measure per-
formance and adjust the instrument accordingly.
[0044] In the case of adjusting the adjustable power
optics, 210, in some embodiments, a plurality of positions
are tested. For example, the powered optics may be con-
tinuously moved in defined increments towards the eyes
for each scan or set of scans. Alternatively, the plurality

of positions may depend on previously determined image
quality measures. For example, if a first movement of the
powered optics 210 towards the eye improved an image
quality measure but a subsequent second movement to-
wards the eye decreased an image quality measure, the
third movement may be away from the eye. Accordingly,
optical power settings may be obtained that improve
and/or maintains an improved signal. This optical power
setting may correspond to optical correction and increase
focus of the light beam in the eye, for example, on the
retina, in some embodiments.
[0045] As described above, various embodiments em-
ploy an arrangement wherein a pair of oculars is em-
ployed. Accordingly, such adjustments, may be applied
to each of the eyes as a user may have eyes of different
size and the retina may located at different depths and
thus a pair of z adjust stages may be used in some em-
bodiments. Similarly, a user may have different prescrip-
tion optical correction for the different eyes. A variety of
arrangements may be employed to accommodate such
needs. For example, measurements and/or adjustments
may be performed and completed on one eye and sub-
sequently performed and completed the other eye. Alter-
natively, the measurements and/or adjustments may be
performed simultaneously or interlaced. A wide variety
of other variations are possible.
[0046] Figure 4 shows a diagram of a spectrometer
400 that can be used as a data acquisition device 202
for a frequency domain OCT system. Light 405 input into
the spectrometer 400 is collected by collecting lens 410.
The collected light then projects through a slit 415, after
which it is collimated by the collimating lens 420. The
collimated light is separated into various spectral com-
ponents by a grating 425. The grating 425 may have op-
tical power to focus the spectral distribution onto an im-
age plane. Notably, other separation components, such
as a prism may be used to separate the light. The sep-
arated light is then directed onto a detector array by fo-
cusing lens 430, such that spectral components of each
frequency from various light rays are measured.
[0047] A wide variety of OCT designs are possible. For
example, frequency can be varied with time. The refer-
ence and sample arms can overlap. In some embodi-
ments, a reference arm is distinct from a sample arm,
while in other embodiments, the reference arm and sam-
ple arm are shared. See, for example, Vakhtin AB, Kane
DJ, Wood WR and Peterson KA. "Common-path inter-
ferometer for frequency-domain optical coherence tom-
ography," Applied Optics. 42(34), 6953-6958 (2003). The
OCT arrangements should not be limited to those de-
scribed herein. Other variations are possible.
[0048] In some embodiments, as shown in Figure 5,
the main body 106 includes only a single display target
215. Light from the display target 215 is split at an x-prism
505. Notably, other optical devices that split the source
light into a plurality of light rays may be used. This split
light is reflected at mirror 510a or 510b and directed to-
wards the user 114.
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[0049] The user may be directed to fixate on a display
target 215 while one or more galvanometers 280 move
light from the light source 240 to image an area of tissue.
In some embodiments, the display targets 215 are moved
within the user’s field of vision while an area of tissue is
imaged. For example, in Figure 6A, a display target 215
may be moved horizontally (for example, in the medial-
lateral direction), such that a patient is directed to look
from left to right or from right to left. Meanwhile, a vertical
scanner (for example, galvanometer) allows the vertical
location (for example, in the superior-inferior) of the sam-
ple scanning to change in time. Figure 6 shows an eye,
which is directed to move in the horizontal direction 605.
Due to the vertical scanner, the scanned trajectory 610
covers a large portion of the eye 600. Scanning in the
vertical and horizontal directions can produce a C-scan.
In some embodiments, continuous and/or regularly pat-
terned A-scans are combined to form a full scan for ex-
ample, B-scan or C-scan. In other embodiments, discrete
and/or random A-scans are combined to form the full
scan. Systems configured such that users 114 are direct-
ed to move their eyes throughout a scan may include
fewer scanners than comparable systems configured
such that users 114 keep their eyes fixated at a stationary
target. For example, instead of a system comprising both
a vertical and a horizontal scanner, the user 114 may
move his eyes in the horizontal direction, thereby elimi-
nating the need for a horizontal scanner.
[0050] Figure 6B shows an example of an A scan. The
A scan comprises the signal strength (indicated by the
brightness) as a function of depth for one horizontal and
vertical position. Thus, an A-scan comprises a plurality
of intensity values corresponding to different anterior-
posterior positions. A plurality of A scans form a B scan.
Figure 6C shows a B-scan, in which the largest portion
of the bright signal corresponds to retinal tissue and the
elevated region under the retina corresponds to diseased
tissue within the eye.
[0051] With reference to Figure 7A, there is illustrated
an enlarged view depicting an embodiment of the main
body 106 that is configured with a handle 118 for adjust-
ing the eyepieces to conform to the user’s interpupillary
distance. In the illustrative embodiment, the main body
106 comprises a left eyepiece 712 and a right eyepiece
714 wherein each is connected to the other by interpu-
pillary distance adjustment device 718. The interpupillary
distance adjustment device 718 is coupled to the handle
118, wherein the handle 118 is configured to allow the
user to engage the handle 118 to adjust the distance
between the left and right eyepieces 712, 714 to match
or substantially conform to the interpupillary distance be-
tween the eyes of the user.
[0052] Referring to Figure 7A, the user can rotate, turn,
or twist the handle 118 to adjust the distance between
the left and right eyepieces 712, 714 so as to match or
substantially conform to the interpupillary distance be-
tween the eyes of the user. Alternatively, the handle 118
can be configured to move side to side to allow the user

to adjust the distance between the left and right eyepiec-
es 712, 714. Additionally, the handle 118 can be config-
ured to move forward and backward to allow the user to
adjust the distance between the left and right eyepieces
712, 714. In the alternative, the handle 118 can be con-
figured to move up and down to allow the user to adjust
the distance between the left and right eyepieces 712,
714. In another embodiment, the distance between the
left and right eyepieces 712, 714 can be adjusted and/or
controlled by a motor activated by the user. Alternatively,
the motor can be configured to be controlled by computer
system 104 to semiautomatically position the left and
right eyepieces 712, 714 to match the interpupillary dis-
tance between the eyes of the user. In these instances,
eye tracking devices may be included with a system de-
scribed herein. In other embodiments, a combination of
the foregoing are utilized to adjust the distance between
the left and right eyepieces 712, 714 to match or sub-
stantially conform to the user’s interpupillary distance.
[0053] A user 114 may adjust interpupillary distance
based on the user’s viewing of one or more fixation tar-
gets on one or more displays 215. For example, the dis-
plays 215 and the fixation targets may be configured such
that the user views two aligned images, which may form
a single, complete image when the interpupillary distance
is appropriate for the user 114. The user 114 may adjust
(for example, rotate) an adjustment control 204 to change
the interpupillary distance based on the fixation target
images, as shown in Figure 7A. Figures 7B-7F illustrate
one embodiment of fixation targets as seen by the viewer
under a plurality of conditions; however, other fixation
targets are possible, including but not limited to a box
configuration. Figure 7B shows a U-shaped fixation tar-
get 715a on the display 215a for the left eye. Figure 7C
shows an upside-down U-shaped fixation target 715b on
the display 215b for the right eye.
[0054] When the interpupillary distance is appropriate-
ly adjusted, the bottom and top images 715a and 715b
are aligned, as shown in Figure 7D to form a complete
H-shaped fixation target 715. When the interpupillary dis-
tance is too narrow, the fixation target 715a on the display
215a for the left eye appear shifted to the right and the
fixation target on the display 215b for the right eye appear
shifted to the left and the user sees the image shown in
Figure 7E. Conversely, when the interpupillary distance
is too wide, the fixation target 715a on the display 215a
for the left eye appear shifted to the left and the fixation
target on the display 215b for the right eye appear shifted
to the right and the user sees the image shown in Figure
7F. Thus, the interpupillary distance may be adjusted
based on these images.
[0055] In particular, in Figure 7D, the alignment image
715 is in the shape of an "H." Thus, when the interpupillary
distance is properly adjusted, the fixation targets on the
left and right displays overlap to form an "H". Other align-
ment images 715 may be provided.
[0056] With reference to Figure 8, there is illustrated
an embodiment of the computer system 104. In the illus-
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trated embodiment, the computer system 104 can com-
prise a scan control and analysis module 824 configured
to control the scanning operations performed by the main
body 106. The computer system 104 can also comprise
a fixation marker control system 822 configured to display
a fixation marker visible by the user from main body 106.
In certain embodiments, the fixation marker is displayed
as an "X," a dot, a box, or the like. The fixation marker
can be configured to move horizontally, vertically, diag-
onally, circularly, or a combination thereof. The fixation
marker can be repositioned quickly to relocate the beam
location on the retina as the eye repositions itself. The
computer system 104 can also comprise a focus adjust
module 820 for automatically adjusting the focusing lens-
es in the main body 106 as further discussed herein. The
computer system 104 can also comprise a Z positioning
module 818 for automatically adjusting the Z offset as
herein discussed.
[0057] Referring to Figure 8, the computer system 104
comprises in the illustrative embodiment a disease risk
assessment / diagnosis module 808 for storing and ac-
cessing information, data, and algorithms for determin-
ing, assessing the risk or likelihood of disease, and/or
generating a diagnosis based on the data and/or meas-
urements obtained from scanning the eyes of the user.
In one embodiment, the scan control and analysis mod-
ule 824 is configured to compare the data received from
the main body 106 to the data stored in the disease risk
assessment / diagnosis module 808 in order to generate
a risk assessment and/or diagnosis of disease in the eyes
of the user as further illustrated. The computer system
104 can also comprise an image/scans database config-
ured to store images and/or scans generated by the main
body 106 for a plurality of users, and to store a unique
identifier associated with each image and/or scan. In cer-
tain embodiments, the scan control and analysis module
824 uses historical images and/or scans of a specific
user to compare with current images and/or scans of the
same user to detect changes in the eyes of the user. In
certain embodiments, the scan control and analysis mod-
ule 824 uses the detected changes to help generate a
risk assessment and/or diagnosis of disease in the eyes
of the user.
[0058] In the illustrative embodiment shown in Figure
8, the computer system 104 can comprise a user / patient
database 802 for storing and accessing patient informa-
tion, for example, user name, date of birth, mailing ad-
dress, residence address, office address, unique identi-
fier, age, affiliated doctor, telephone number, email ad-
dress, social security number, ethnicity, gender, dietary
history and related information, lifestyle and/or exercise
history information, use of corrective lens, family health
history, medical and/or ophthalmic history, prior proce-
dures, or other similar user information. The computer
system 104 can also comprise a physician referral data-
base for storing and accessing physician information, for
example, physician name, physician training and/or ex-
pertise/specialty, physician office address, physician tel-

ephone number and/or email address, physician sched-
uling availability, physician rating or quality, physician of-
fice hours, or other physician information.
[0059] In reference to Figure 8, the computer system
104 can also comprise a user interface module 805
(which can comprise without limitation commonly avail-
able input/output (I/O) devices and interfaces as de-
scribed herein) configured to communicate, instruct,
and/or interact with the user through audible verbal com-
mands, a voice recognition interface, a key pad, toggles,
a joystick handle, switches, buttons, a visual display,
touch screen display, etc. or a combination thereof. In
certain embodiments, the user interface module 805 is
configured to instruct and/or guide the user in utilizing
and/or positioning the main body 106 of the optical co-
herence tomography system 100. The computer system
104 can also comprise a reporting / output module 806
configured to generate, output, display, and/or print a re-
port (for example, Figures 10A and 10B) comprising the
risk assessment and/or diagnosis generated by the dis-
ease risk assessment / diagnosis module 808. In other
embodiments, the report comprises at least one recom-
mended physician to contact regarding the risk assess-
ment.
[0060] Referring to Figure 8, the computer system 104
can also comprise an authentication module 816 for in-
terfacing with user card reader system 112, wherein a
user can insert a user identification card into the user
card reader system 112. In certain embodiments, the au-
thentication module 816 is configured to authenticate the
user by reading the data from the identification card and
compare and/or store the information with the data stored
in the user / patient database 802. In certain embodi-
ments, the authentication module 816 is configured to
read or obtain the user’s insurance information from the
user’s identification card through the user card reader
system 112. The authentication module 816 can be con-
figured to compare the user’s insurance information with
the data stored in the insurance acceptance database
828 to determine whether the user’s insurance is accept-
ed or whether the user’s insurance company will pay for
scanning the user’s eyes. In other embodiments, the au-
thentication module communicates with the billing mod-
ule 810 to send a message and/or invoice to the user’s
insurance company and/or device manufacturer to re-
quest payment for performing a scan of the patient’s
eyes. The card can activate one or more functions of the
machine allowing the user, for example, to have a test
performed or receive output from the machine. In other
embodiments, the billing module 810 is configured to
communicate with the user interface module 805 to re-
quest payment from the user to pay for all or some (for
example, co-pay) of the cost for performing the scan. In
certain embodiments, the billing module 810 is config-
ured to communicate with the user card reader system
112 to obtain card information from the user’s credit card,
debit card, gift card, or draw down credit stored on the
user’s identification card. Alternatively, the billing module
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810 is configured to receive payment from the user by
communicating and/or controlling an interface device for
receiving paper money, coins, tokens, or the like. Alter-
natively, the billing module 810 is configured to receive
payment from the user by communicating with the user’s
mobile device through Bluetooth® or other communica-
tions protocols/channels in order to obtain credit card in-
formation, billing address, or to charge the user’s mobile
network service account (for example, the cellular carrier
network).
[0061] With reference to Figure 8, the user card may
be used by insurers to track which users have used the
system. In one embodiment, the system can print (on the
face of the card) or store (in a chip or magnetic stripe)
the scan results, risk assessment, and/or report directly
onto or into the card that the patient inserts into the sys-
tem (wherein the card is returned to the user). The system
can be configured to store multiple scan results, risk as-
sessments, and/or reports, and/or clear prior scan re-
sults, risk assessments, and/or reports before storing
new information on the magnetic stripe. In certain em-
bodiments, the calculation of the risk assessment is per-
formed by the system (for example, scanning analysis
module 824). In certain embodiments, the calculated risk
assessment is transmitted a centralized server system
(for example, remote systems 110) in another location
that provides the results via a web page to physicians,
users, patients, or the like. The centralized server system
(for example, remote system 110) allows the user, pa-
tients, or doctors to enter their card code to see the results
which are saved in the centralized database.
[0062] In the example embodiment of Figure 8, the
computer system 104 can comprise a network interface
812 and a firewall 814 for communicating with other re-
mote systems 110 through a communications medium
108. Other remote systems 110 can comprise without
limitation a system for checking the status/accuracy of
the optical coherence tomography system 100; a system
for updating the disease risk assessment / diagnosis da-
tabase 808, the insurance acceptance database 828, the
physician referral database 804, and/or the scan control
and analysis module 824. In certain embodiments, the
computer system 104 can be configured to communicate
with a remote system 110 to conduct a primary and/or
secondary risk assessment based on the data from scan-
ning the user’s eyes with the main body 106.
[0063] Referring to Figure 8, the remote system 110
can be configured to remotely perform (on an immediate,
delayed, and/or batch basis) a risk assessment and/or
diagnosis and transmit through a network or communi-
cations medium the risk assessment, diagnosis, and/or
report to the computer system 104 for output to the user
using output device 102. In certain embodiments, the out-
put device 102 is configured to display the risk assess-
ment, diagnosis, and/or report as a webpage that can be
printed, emailed, transmitted, and/or saved by the com-
puter system 104. The remote system 110 can also be
configured to transmit through a network or communica-

tions medium the risk assessment, diagnosis, and/or re-
port to the user’s (or doctor) cellular phone, computer,
email account, fax, or the like.
[0064] With reference to Figure 9, there is shown an
illustrated method of using the optical coherence tomog-
raphy system 100 to self-administer an OCT scan of the
user’s eyes and obtain a risk assessment or diagnosis
of various diseases and ailments. The process begins at
block 901 wherein the user approaches the optical co-
herence tomography system 100 and activates the sys-
tem, by for example pushing a button or typing in a acti-
vation code or anonymous identification number. In other
embodiments, the user interface module 805 instructs
users at block 901 to first insert an identification card or
anonymous coded screening card in user card reader
system 112 to activate the system. The system can also
be activated at block 901 when users insert their user
identification card in user card reader system 112. Other
means of activating the system are possible as well as,
including without limitation, a motion sensor, a weight
sensor, a radio frequency identification (RFID) device, or
other actuator to detect the presence of the user. Alter-
natively, the optical tomography system 100 can be ac-
tivated when the billing module 810 detects that the user
has inserted paper money, coins, tokens, or the like into
an interface device configured to receive such payment.
Alternatively, the billing module 810 can also be config-
ured to activate the optical tomography system 100 when
the billing module 810 communicates with a user’s mobile
device in order to obtain the user’s credit card informa-
tion, billing address, or the like, or to charge the user’s
mobile network service account (for example, the cellular
carrier network)
[0065] In referring to Figure 9 at block 902, the user
interface module 805 is configured to direct the user to
attach disposable eyecups onto the main body 106, and
then position the main body 106 with the disposable eye-
cups near the eyes of the user and/or support the dis-
posable eyecups against the user’s eye socket. The user
interface module 805 instructs the user to engage handle
118 to adjust the distance between the left and right eye-
pieces 612, 614 to match or substantially conform to the
interpupillary distance of the user as described with re-
spect to Figures 6A-6F. After the main body 106 and the
interpupillary distance has been appropriately calibrated
and/or adjusted by the user, the user inputs into or indi-
cates to the user interface module 805 to begin the scan.
The scan control and analysis module 824 substantially
restricts movement or locks the position of the zero grav-
ity arm and/or the distance between the left and right
tubes 612, 614 to begin the scan.
[0066] Referring to Figure 9, the Z module 818 auto-
matically adjusts the z-offset in the main body 106 at
block 906 such that the OCT measurement will be ob-
tained, for example, from tissue in the retina. The Z mod-
ule 818 may identify and/or estimate a position of part of
the sample (for example, part of an eye of a user 114)
and adjust the location of one or more optical components
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based on the position. One of ordinary skill in the art will
appreciate the multitude of ways to perform such an ad-
justment. For example, the Z module 818 may comprise
a motor, such as a piezoelectric motor, to translate the
reference mirror/s longitudinally such that the optical path
length from the beam splitter to the retina is about equal
to (within a coherence length of) the optical path length
in the reference arm. This movement may enable light
from the reference arm to interfere with light reflected by
a desired portion of the sample (for example, the retina).
At block 908, the illustrative method performs a focus
adjustment using the focus adjustment module 820.
Those of ordinary skill in the art will also appreciate the
different techniques for performing such auto-focus cal-
ibration. Block 910 illustrates an optional test performed
by the computer system 104 to determine the visual func-
tion and/or acuity of the user’s eye. Such visual function
and/or acuity tests will be appreciated by those skilled in
the art. In one embodiment, the visual acuity test works
with or is combined with the fixation marker control sys-
tem 722, and can test both eyes simultaneously or one
eye at time. For example, the fixation marker will initially
appear small and then gradually increase in size until the
user indicates through the user interface module 705 that
the fixation marker is visible. Based on the size at which
the user can clearly see the fixation marker, fixation mark-
er control system 722 can estimate or determine or as-
sess the visual acuity of the user’s eyes (for example,
20/20, 20/40, or the like).
[0067] With reference to Figure 9 at Block 912, the user
interface module 805 instructs the user to follow the
movement of the fixation marker that is visible to the user
from the main body 106. In one embodiment, the fixation
marker control 822 is configured to display a fixation
marker that moves horizontally. In some embodiments,
the horizontal movement of the fixation marker allows
the scan control and analysis module 824 to scan the
eye vertically as the eye moves horizontally, thus possi-
bly obtaining a two-dimensional, volume, or raster scan
of the eye tissue at issue. Alternatively, the scan control
and analysis module 824 and/or the fixation marker con-
trol may cause the fixation marker or the beam to jump
or move around to obtain measurements at different lat-
eral locations on the eye.
[0068] During the scanning of the eye, the scan control
and analysis module 824 could be configured to detect
at block 913 whether there has been a shift in the position
of the main body 106 relative to the user. In one embod-
iment, the scan control and analysis module 824 can de-
tect (in real-time, substantially real-time, or with a delay)
whether a shift has occurred based on what the values
the module 824 expects to receive during the scanning
process. For example, as the scan control and analysis
module 824 scans the retina, the module 824 expects to
detect a change in signal as the scanning process ap-
proaches the optic nerve (for example, based on the lo-
cation of the fixation target and/or state of the scanner(s)).
Alternatively, the expected values or the expected

change in values can also be determined or generated
using a nomogram. If the system does not detect an ex-
pected signal change consistent with a detection of the
optic nerve and/or receives no signal change, then the
module 824 can be configured to interpret such data as
the user is not tracking properly. Other features, for ex-
ample, the fovea, or the like, can be used to determine
whether the expected signal is observed. If improper
tracking occurs enough (based on, for example, a thresh-
old), the system 100 may request that the user fixate
again (using fixation marker control 822) for another
scan. If the foregoing shift detection process does not
occur in real-time or substantially real-time, then the sys-
tem can be configured to complete the scan, perform
data analysis, and during the analysis the system can be
configured to detect whether a shift occurred during the
scan. If a substantial shift is detected, then the user may
be instructed (through visual, audible, or verbal instruc-
tions using the user interface module 805) to sit forward
again so another scan can be performed. If the system
detects a shift 2 or 3 or more times, the system can be
configured to refer the user to a general eye doctor.
[0069] At the end of a scan, the scan control and anal-
ysis module 824 can be configured to produce a confi-
dence value that indicates how likely the nomograms will
be to apply to this patient. For example, if the patient had
borderline fixation, the confidence value might be lower
than a patient whose fixation appeared to be good.
[0070] In the real-time embodiment, the system can be
configured to perform rapid cross-correlations between
adjacent A-scans or B-scans to make sure the eye is
moving somewhat. In some embodiments, the foregoing
can be advantageous for ANSI laser safety standards so
as to avoid having users stare at the same location with
laser energy bombarding the user’s retina. Accordingly,
in some embodiments, the system is configured with a
laser time-out feature if the system detects no eye mo-
ment (for example, cross-correlations above a certain
threshold). In some embodiments, to expedite this proc-
ess and provide real time analysis in frequency domain
OCT, signal data may be analyzed prior to performing
an FFT. Other technologies can be used to determine
that the user has some eye movement.
[0071] If no fixation problem has been detected, the
scan control and analysis module 824 completes the
scan of the user’s eyes, stores the image and/or scan
data in the images/scans database 826, and analyzes
the A-scan data at block 915 to generate/determine a
risk assessment and/or diagnosis at block 916 by ac-
cessing the data and/or algorithms stored in the disease
risk assessment/diagnosis database 808. In some em-
bodiments, groups of A-scans, partial or full B scans, or
partial or full C-scan data can be analyzed.
[0072] As used herein the term "nomogram" generally
refers to predictive tools, algorithms, and/or data sets.
Nomograms in general can provide predictions for a user
based on the comparison of characteristics of the user
with the nomogram. The nomograms are derived, gen-
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erated, calculated, or computed from a number, for ex-
ample, hundreds, thousands, or millions of users/pa-
tients who exhibited the same condition (normal or dis-
eased). In some embodiments described herein, nomo-
grams compare the risk of having a disease based on
physical characteristics. Accordingly, in some cases,
nomograms can provide individualized predictions that
are relative to risk groupings of patient populations who
share similar disease characteristics. In some embodi-
ments, nomograms can be used to provide the risk esti-
mation or risk assessment on a 0-100% scale. Alterna-
tively, nomograms used herein can provide an expected
value, for example, at a certain position in the eye there
is an expected eye thickness value of 100 microns.
[0073] Generally, nomograms have been developed
and validated in large patient populations and are highly
generalizable, and therefore, nomograms can provide
the objective, evidence-based, individualized risk esti-
mation or assessment. Accordingly, nomograms can be
used as described herein to empower patients and allow
them to better understand their disease. Further, nomo-
grams as used herein can assist physicians with clinical
decision-making and to provide consistent, standardized
and reliable predictions.
[0074] In the illustrative method shown in Figure 9 at
block 917, an eye health assessment or eye health grade
report, as illustrated in Figures 10A and 10B, is generated
for the user by accessing the disease risk assessment /
diagnosis database 808. At block 918, the physician re-
ferral database 804 is accessed to generate a recom-
mendation of when the user should visit a physician (for
example, within one to two weeks). The physician referral
database 804 is also accessed to generate, compile a
listing of physicians suitable for treating the patient. The
physician referral list can be randomly generated or se-
lected based on referral fee payments paid by physicians,
insurance companies, or based on location of the physi-
cian relative to the user’s present location or office/home
address, or based on the type of detected disease, or
based on the severity of the detected disease, based on
the location or proximity of the system relative the location
of the physician, or based on a combination thereof. At
block 919, the report is displayed to the user by using
reporting / output module 806 and output device 102. In
certain embodiments, the report data is stored in the us-
er/patient database 802 for future analysis or compara-
tive analysis with future scans.
[0075] In some embodiments, the main body 106 is
not supported by the user 114. For example, the main
body 106 may be supported by a free-standing structure,
as shown in Figure 10A. The user 114 may look into the
eyepiece(s). The user 114 may be seated on a seating
apparatus, which may include a height-adjusting mech-
anism. The main body 106 may supported by a height-
adjustable support.
[0076] In some embodiments, such as those shown in
Figures 10B-10C, a strap 1005 is connected to the main
body 106. The strap may function to fully or partly support

the main body 106, as shown in Figure 10B. The strap
905 may be excluded in some embodiments. The main
body 106 may be hand held by the user. In some em-
bodiments, the main body 106 may be supported on eye-
wear frames. In some embodiments, all of the optics are
contained within the main body 106 that is directly or
indirectly supported by the user 114. For example, the
main body 106 in Figure 10B may include an optical co-
herence tomography system, an alignment system, and
a data acquisition device. The data acquisition device
may wirelessly transmit data to a network or computer
system or may use a cable to transfer control signals.
Figure 10C is similar to that of Figure 1 and is supported
by a separate support structure (for example, an zero
gravity arm). In some embodiments, a strap, belt, or other
fastener assists in the alignment of the main body 106
with one or both eyes of the user 114.
[0077] In some embodiments, as shown in Figure 10D,
the user wears an object 1010 connected to the eyepiece.
The wearable object 1010 may include a head-mounted
object, a hat or an object to be positioned on a user’s
head. As described above, in some embodiments, the
main body 106 is supported on an eyewear frame worn
by the user like glasses. The wearable object 1010 may
fully or partly support the main body 106 and/or may as-
sist in aligning the main body 106 with one or both eyes
of the user 114.
[0078] Referring to Figure 11A and 11B, there are il-
lustrated two example embodiments of the eye health
grades and the eye health assessment reports. With ref-
erence to Figure 11A, the eye health grades report can
comprise without limitation a numeric and/or letter grade
for each eye of the user for various eye health categories,
including but not limited to macular health, optic nerve
health, eye clarity, or the like. The eye health grades re-
port can also comprise at least one recommendation to
see or consult a physician within a certain period of time,
and can provide at least one possible physician to con-
tact. Data for generating the recommendation informa-
tion and the list of referral physicians are stored in the
physician referral database 804. In reference to Figure
11B, the eye health assessment report can comprise a
graphical representation for each eye of the user for var-
ious eye health categories. The report can be presented
to the user on an electronic display, printed on paper,
printed onto a card that the user inserted into the ma-
chine, electronically stored on the user’s identification
card, emailed to the user, or a combination thereof.
[0079] With reference to Figure 12, there is illustrated
another embodiment of the computer system 104 con-
nected to remote system 110 and billing / insurance re-
porting and payment systems 1201. The billing module
810 can be configured to communicate with billing / in-
surance reporting payment systems 1201 through com-
munications medium 108 in order to request or process
an insurance claim for conducting a scan of the user’s
eyes. Based on communications with billing / insurance
reporting and payment system 1201, the billing module
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810 can also be configured to determine the amount pay-
able or covered by the user’s insurance company and/or
calculate or determine the co-pay amount to be charge
the consumer. In certain embodiments, the user can in-
teract with the user interface module 805 to schedule an
appointment with the one of the recommended physi-
cians and/or schedule a reminder to be sent to the user
to consult with a physician. The computer system 104 or
a remote system 110 can be configured to send the user
the reminder via email, text message, regular mail, au-
tomated telephone message, or the like.

Computing System

[0080] In some embodiments, the systems, computer
clients and/or servers described above take the form of
a computing system 1300 shown in Fig. 13, which is a
block diagram of one embodiment of a computing system
(which can be a fixed system or mobile device) that is in
communication with one or more computing systems
1310 and/or one or more data sources 1315 via one or
more networks 1310. The computing system 1300 may
be used to implement one or more of the systems and
methods described herein. In addition, in one embodi-
ment, the computing system 1300 may be configured to
process image files. While Fig. 13 illustrates one embod-
iment of a computing system 1300, it is recognized that
the functionality provided for in the components and mod-
ules of computing system 1300 may be combined into
fewer components and modules or further separated into
additional components and modules.

Client / Server Module

[0081] In one embodiment, the system 1300 compris-
es an image processing and analysis module 1306 that
carries out the functions, methods, and/or processes de-
scribed herein. The image processing and analysis mod-
ule 1306 may be executed on the computing system 1300
by a central processing unit 1304 discussed further be-
low.

Computing System Components

[0082] In one embodiment, the processes, systems,
and methods illustrated above may be embodied in part
or in whole in software that is running on a computing
device. The functionality provided for in the components
and modules of the computing device may comprise one
or more components and/or modules. For example, the
computing device may comprise multiple central
processing units (CPUs) and a mass storage device,
such as may be implemented in an array of servers.
[0083] In general, the word "module," as used herein,
refers to logic embodied in hardware or firmware, or to a
collection of software instructions, possibly having entry
and exit points, written in a programming language, such
as, for example, Java, C or C++, or the like. A software

module may be compiled and linked into an executable
program, installed in a dynamic link library, or may be
written in an interpreted programming language such as,
for example, BASIC, Perl, Lua, or Python. It will be ap-
preciated that software modules may be callable from
other modules or from themselves, and/or may be in-
voked in response to detected events or interrupts. Soft-
ware instructions may be embedded in firmware, such
as an EPROM. It will be further appreciated that hardware
modules may be comprised of connected logic units,
such as gates and flip-flops, and/or may be comprised
of programmable units, such as programmable gate ar-
rays or processors. The modules described herein are
preferably implemented as software modules, but may
be represented in hardware or firmware. Generally, the
modules described herein refer to logical modules that
may be combined with other modules or divided into sub-
modules despite their physical organization or storage.
[0084] In one embodiment, the computing system
1300 also comprises a mainframe computer suitable for
controlling and/or communicating with large databases,
performing high volume transaction processing, and gen-
erating reports from large databases. The computing sys-
tem 1300 also comprises a central processing unit
("CPU") 1304, which may comprise a conventional mi-
croprocessor. The computing system 1300 further com-
prises a memory 1305, such as random access memory
("RAM") for temporary storage of information and/or a
read only memory ("ROM") for permanent storage of in-
formation, and a mass storage device 1301, such as a
hard drive, diskette, or optical media storage device. Typ-
ically, the modules of the computing system 1300 are
connected to the computer using a standards based bus
system. In different embodiments, the standards based
bus system could be Peripheral Component Interconnect
(PCI), Microchannel, SCSI, Industrial Standard Architec-
ture (ISA) and Extended ISA (EISA) architectures, for
example.
[0085] The example computing system 1300 compris-
es one or more commonly available input/output (I/O)
devices and interfaces 1303, such as a keyboard, mouse,
touchpad, and printer. In one embodiment, the I/O de-
vices and interfaces 1303 comprise one or more display
devices, such as a monitor, that allows the visual pres-
entation of data to a user. More particularly, a display
device provides for the presentation of GUIs, application
software data, and multimedia presentations, for exam-
ple. In the embodiment of Fig. 13, the I/O devices and
interfaces 1303 also provide a communications interface
to various external devices. The computing system 1300
may also comprise one or more multimedia devices
1302, such as speakers, video cards, graphics acceler-
ators, and microphones, for example.

Computing System Device/Operating System

[0086] The computing system 1300 may run on a va-
riety of computing devices, such as, for example, a serv-
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er, a Windows server, a Structure Query Language serv-
er, a Unix server, a personal computer, a mainframe com-
puter, a laptop computer, a cell phone, a personal digital
assistant, a kiosk, an audio player, and so forth. The com-
puting system 1300 is generally controlled and coordi-
nated by operating system software, such as z/OS, Win-
dows 95, Windows 98, Windows NT, Windows 2000,
Windows XP, Windows Vista, Linux, BSD, SunOS, So-
laris, or other compatible operating systems. In Macin-
tosh systems, the operating system may be any available
operating system, such as MAC OS X. In other embod-
iments, the computing system 1300 may be controlled
by a proprietary operating system. Conventional operat-
ing systems control and schedule computer processes
for execution, perform memory management, provide file
system, networking, and I/O services, and provide a user
interface, such as a graphical user interface ("GUI"),
among other things.

Network

[0087] In the embodiment of Fig. 13, the computing
system 1300 is coupled to a network 1310, such as a
modem system using POTS/PSTN (plain old telephone
service/public switched telephone network), ISDN, FDDI,
LAN, WAN, or the Internet, for example, via a wired, wire-
less, or combination of wired and wireless, communica-
tion link 1315. The network 1310 communicates (for ex-
ample, constantly, intermittently, periodically) with vari-
ous computing devices and/or other electronic devices
via wired or wireless communication links. In the example
embodiment of Fig. 13, the network 1310 is communi-
cating with one or more computing systems 1317 and/or
one or more data sources 1319.
[0088] Access to the image processing and analysis
module 1306 of the computer system 1300 by remote
computing systems 1317 and/or by data sources 1319
may be through a web-enabled user access point such
as the computing systems’ 1317 or data source’s 1319
personal computer, cellular phone, laptop, or other de-
vice capable of connecting to the network 1310. Such a
device may have a browser module implemented as a
module that uses text, graphics, audio, video, and other
media to present data and to allow interaction with data
via the network 1310.
[0089] The browser module or other output module
may be implemented as a combination of an all points
addressable display such as a cathode-ray tube (CRT),
a liquid crystal display (LCD), a plasma display, or other
types and/or combinations of displays. In addition, the
browser module or other output module may be imple-
mented to communicate with input devices 1303 and may
also comprise software with the appropriate interfaces
which allow a user to access data through the use of
stylized screen elements such as, for example, menus,
windows, dialog boxes, toolbars, and controls (for exam-
ple, radio buttons, check boxes, sliding scales, and so
forth). Furthermore, the browser module or other output

module may communicate with a set of input and output
devices to receive signals from the user.
[0090] The input device(s) may comprise a keyboard,
roller ball, pen and stylus, mouse, trackball, voice recog-
nition system, or pre-designated switches or buttons. The
output device(s) may comprise a speaker, a display
screen, a printer, or a voice synthesizer. In addition a
touch screen may act as a hybrid input/output device. In
another embodiment, a user may interact with the system
more directly such as through a system terminal connect-
ed to the score generator without communications over
the Internet, a WAN, or LAN, or similar network.
[0091] In some embodiments, the system 1300 may
comprise a physical or logical connection established be-
tween a remote microprocessor and a mainframe host
computer for the express purpose of uploading, down-
loading, or viewing interactive data and databases online
in real time. The remote microprocessor may be operated
by an entity operating the computer system 1300, includ-
ing the client server systems or the main server system,
and/or may be operated by one or more of the data sourc-
es 1319 and/or one or more of the computing systems.
In some embodiments, terminal emulation software may
be used on the microprocessor for participating in the
micro-mainframe link.
[0092] In some embodiments, computing systems
1317 that are internal to an entity operating the computer
system 1300 may access the image processing and anal-
ysis module 1306 internally as an application or process
run by the CPU 1304.

User Access Point

[0093] In one embodiment, a user access point com-
prises a personal computer, a laptop computer, a cellular
phone, a GPS system, a Blackberry® device, a portable
computing device, a server, a computer workstation, a
local area network of individual computers, an interactive
kiosk, a personal digital assistant, an interactive wireless
communications device, a handheld computer, an em-
bedded computing device, or the like.

Other Systems

[0094] In addition to the systems that are illustrated in
Fig. 13, the network 1310 may communicate with other
data sources or other computing devices. The computing
system 1300 may also comprise one or more internal
and/or external data sources. In some embodiments, one
or more of the data repositories and the data sources
may be implemented using a relational database, such
as DB2, Sybase, Oracle, CodeBase and Microsoft® SQL
Server as well as other types of databases such as, for
example, a flat file database, an entity-relationship data-
base, and object-oriented database, and/or a record-
based database.
[0095] With reference to Figure 14A, there is illustrated
an example method for determining or generating a risk
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assessment of a disease, such as an eye disease, there-
by allowing the generation of a health grade and recom-
mended time to see a physician. The example shown in
Figure 14A is for retinal disease, however, the process
and method illustrated can be used for other diseases or
eye diseases. In this example, the scan control and anal-
ysis module 824 is configured to determine the thickness
of the retina based on the A-scan data derived from the
main body 106. This data may include but is not limited
to A-scan data from different A-scans. The scan control
and analysis module 824 can also be configured to ac-
cess data and algorithms in the disease risk assessment
/ diagnosis database 808 to calculate the risk assess-
ment of retinal disease based on the measured thickness
of the retina as illustrated by the function curve in Figure
14A. The reporting / output module 806 can be configured
to normalize the calculated risk assessment value into
an eye health letter or numerical grade or score. The
reporting / output module 806 can also be configured to
access data and algorithms in the physician referral da-
tabase 804 to calculate a recommended time to see a
physician based on the calculated risk assessment value.
[0096] With reference to Figure 14B, there is illustrated
another example method or process for determining or
generating a risk assessment of disease by comparing
the scan data to the disease risk assessment / diagnosis
database 808 comprising, for example, minimum and
maximum thickness data and algorithms, and such min-
imum and maximum thickness data and algorithms that
can be based on or are in the form of nomograms. In
certain embodiments, the system is configured to gen-
erate scan data for portions of the eye scanned to deter-
mine thickness of the retina at any one point, and com-
pare such data to histograms and/or nomograms (for ex-
ample, nomograms that show expected thickness at said
location likelihood of or disease for a given thickness) to
derive a risk assessment. The system can also be con-
figured to generate an average thickness for the entire
retina that is scanned, and compare such data to histo-
grams and/or nomograms to derive a risk assessment.
[0097] The term "histogram" as used herein generally
refers to an algorithm, curve, or data or other represen-
tation of a frequency distribution for a particular variable,
for example, retinal thickness. In some cases, the varia-
ble is divided into ranges, interval classes, and/or points
on a graph (along the X-axis) for which the frequency of
occurrence is represented by a rectangular column or
location of points; the height of the column and/or point
along the Y-axis is proportional to or otherwise indicative
of the frequency of observations within the range or in-
terval. "Histograms," as referred to herein, can comprise
measured data obtained, for example, from scanning the
eyes of a user, or can comprise data obtained from a
population of people. Histograms of the former case can
be analyzed to determine the mean, minimum, or maxi-
mum values, and analyze changes in slope or detect
shapes or curvatures of the histogram curve. Histograms
of the latter case can be used to determine the frequency

of observation of a measured value in a surveyed sample.
[0098] In the instance where an average thickness val-
ue is derived from the scan data, there are some condi-
tions/diseases that may be indicated by thickening of the
retina in a localized area. Accordingly, such a condition
may not significantly affect the average thickness value
(for example, if a substantial portion of the retina is of
normal thickness). Therefore, the maximum thickness
value may be needed to detect this abnormal thickening
in the retina. In some embodiments, this maximum thick-
ness value may be due to a segmentation error. Accord-
ingly, a more stable way of determining the maximum
value may also be to use the value corresponding to 95%
(or any value between 75% and 99%) maximal thickness.
The foregoing can also be applied to minimum retinal
thickness or any other value, measurement, and/or de-
tectable condition in the eye. For example, with minimum
retinal thickness, if the user has a macular hole, there
will only be a small area of zero thickness, and possibly
not enough to significantly reduce the average thickness,
but definitely an abnormality that may be detected.
[0099] In other embodiments, the system may be con-
figured to create histograms of measured thickness
and/or measured intensity values and/or slopes or deriv-
atives of intensity values and/or variables to identify ab-
normalities. For example, changes or substantial chang-
es in slope (calculated as the derivative of adjacent in-
tensity values) may indicate hyporeflective or hyper-
reflective structures that may not affect mean or average
intensity values, but may be indicative of disease or con-
ditions. For example, the system can determine if the
distribution of retinal thicknesses across the measured
portion of the retina matches that of the normal popula-
tion. Deviation from such a "normal" histogram would re-
sult in lower health grades/ higher risk assessments.
[0100] In various embodiments, the methods or proc-
esses described herein can be used to determine or gen-
erate a risk assessment of maculopathy based, for ex-
ample, on abnormal thickening of the retina or fovea, the
presence of hyperreflective (bright or high intensity) or
hyporeflective (dark or low intensity) structures in the out-
er half of the retina, the presence of hyporeflective (dark)
structures in the inner half of the retina, the presence of
irregularities in the contour of the retinal pigment epithe-
lium that depart from the normal curvature of the eye, or
of the presence of hypertransmission of light through the
retinal pigment epithelium when compared to a database
of normal values stored in the disease risk assessment
/ diagnosis database 708.
[0101] As described above, there are several ways to
detect or generate a risk assessment for several diseas-
es or conditions. In certain embodiments, scan data is
compared to data found in normal people to identify sim-
ilarities or differences from a nomogram and/or histo-
gram. In other embodiments, scan data is compared to
data found in people with diseases to identify similarities
or differences from nomograms and/or histograms. The
pathognomonic disease features could be indicated by
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similarity to nomograms, for example, images, histo-
grams, or other data, etc. from diseased patients.
[0102] In one embodiment, "normal" data (for example,
histograms) are created for retinal thickness in each re-
gion of the retina (optic nerve, fovea, temporal retina)
and compare to measured, detected, scanned, or en-
countered values to these "normal" data (for example,
histograms) to determine relative risks of retinal disease
or other diseases. The same can be performed for nerve
fiber layer (NFL) thickness to detect glaucoma. In other
embodiments, the detection or generation of a risk as-
sessment for glaucoma is performed or generated by an-
alyzing collinear A-scan data to see if curvilinear thinning
indicates the presence of glaucoma because glaucoma
tends to thin the NFL in curvilinear bundles. The NFL
radiates out from the optic nerve in a curvilinear fashion
like iron filings around a magnet. Measuring and analyz-
ing a sequence of A-scan data that follow such a curvi-
linear path may be useful to identify such thinning that is
characteristic of glaucoma. The analysis could be cen-
tered on and/or around the optic nerve or centered on
and/or around the fovea or elsewhere. In another em-
bodiment, the detection and/or generation of a risk as-
sessment for glaucoma is performed or generated by an-
alyzing the inner surface of the optic nerve to determine
the optic disc cup volume.
[0103] The system can also be configured to detect
and/or generate a risk assessment for optical clarity
wherein the system integrates A-scan data in the Z di-
rection and compares some or all the A-scan data to a
nomogram value or values, or, for example, a histogram.
In general, darker A-scans will probably indicate the pres-
ence of media opacities, for example, cataracts, that de-
crease optical clarity (therefore, increase the subject’s
risk of having an optical clarity problem, for example, cat-
aracts).
[0104] The system can also be configured to detect or
generate risk assessments for retinal pigment epithelium
(RPE) features that depart from the normal curvature of
the eye (drusen, retinal pigment epithelial detachments).
Such RPE features can be detected by fitting the detected
RPE layer to a polynomial curve that mimics the expected
curvature for the eye, and using a computer algorithm to
analyze, compare, or examine the difference between
these curves. For example with respect to Figure 15, the
system can be configured to subtract the polynomial
curve that mimics the expected curvature of the RPE
layer 1502 from the detected RPE layer curve 1504, and
analyze and/or compare the resulting difference/value
1506 with the values (for example, in a histogram or nom-
ogram) from normal and/or diseased eyes to generate a
diagnosis or risk assessment. The foregoing method and
process is similar to a measure of tortuosity in that a
bumpy RPE detection will generally have more devia-
tions from a polynomial curve than smooth RPE detec-
tions, which are common in young, healthy people.
[0105] Such RPE detection can also be used to detect
increased transmission through the RPE which is essen-

tially synonymous with RPE degeneration or atrophy. In
certain embodiments, the system is configured to ana-
lyze the tissue layer beyond or beneath the RPE layer.
Using imaging segmentation techniques, the RPE layer
can be segmented. In certain embodiments, the system
is configured to add up all of the intensity values beneath
the RPE detection. When atrophy is present, there are
generally many high values beneath the RPE line, which
makes the integral value high and would increase the
patient’s risk of having a serious macular condition, such
as geographic atrophy.
[0106] With reference to Figure 16, the system can also
be used to detect or generate risk factors for abnormal
intensities within the retina. In certain embodiments, the
system is configured to divide the retina into an inner
1602 and outer 1604 half based on the midpoint between
the internal limiting membrane (ILM) detection 1606 and
the RPE detection lines 1608. In some instances, a blur
filter (for example, a Gaussian blur, radial blur, or the like)
is applied to the retinal tissue to remove speckle noise
and/or other noise. For each the inner and outer retina
regions, a first derivative of the intensity values (with re-
spect to position, for example, d/dx, d/dy, or the like) can
be calculated to determine the slope of the curve to dif-
ferentiate the areas where there are large changes from
dark to bright or vice versa across lateral dimensions of
the tissue. For example, intensities or derivatives within
the retina can be compared to, for example, normal his-
tograms, wherein inner retinal hypointensity can be an
indicator of cystoid macular edema; or wherein outer ret-
inal hypointensity can be an indicator of cystoid macular
edema, subretinal fluid, or diffuse macular edema; or
wherein outer retinal hyperintensity can be an indication
of diabetes (which may be the cause of diabetic retinop-
athy, or damage to the retina due to, for example, com-
plications of diabetes mellitus), or age-related macular
degeneration.
[0107] Data from normal patients can used to compile
histograms of intensity and/or slope (derivative) data to
indicate expected values for normal people. Data from
people with various diseases can also be placed into his-
tograms of intensity and/or derivative (slope) values to
indicate expected values for those people with diseases.
In certain embodiments, a relative risk will then be de-
veloped for each entry on the histogram such that this
risk can be applied to unknown cases. For example, in
some instances, people with 10% of their outer retinal
intensity values equal to 0 have an 85% chance of having
a retinal problem. Accordingly, such users may receive
a health grade of 15. In another example, people with
any inner retinal points less than 10 have a 100% chance
of disease, and therefore such users may receive a health
grade of 5.
[0108] Alternatively, as discussed herein, the forego-
ing method or process can also be used to determine or
generate a risk assessment of glaucoma based on pat-
terns of thinning of the macular and/or peripapillary nerve
fiber layer or enlarged cupping of the optic nerve head
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as compared to a database of normal and abnormal val-
ues stored in the disease risk assessment / diagnosis
database 708. Similarly, to detect or develop a risk as-
sessment for uveitis, a histogram of expected intensity
values above the inner retinal surface (in the vitreous),
for example, can be used. The presence of large, bright
specks (for example, high intensity areas) in the vitreous
cavity would indicate possible uveitis and would likely
indicate a need for referral. The foregoing method and
process can also be used to determine or generate a risk
of eye disease based on the intensity levels of the image
signal as compared to a database of normal and abnor-
mal values stored in the disease risk assessment / diag-
nosis database 708.
[0109] In other embodiments, the foregoing method
and process can also be used to determine or generate
a risk assessment of uveitis based on hyperreflective fea-
tures in the vitreous cavity as compared to normal and
abnormal hyperreflective features stored in the disease
risk assessment / diagnosis database 708. The foregoing
method and process can also be used to determine or
generate a risk assessment of anterior eye disease
based on detection of pathognomonic disease features,
such as cystoid retinal degeneration, outer retinal edema,
subretinal fluid, subretinal tissue, macular holes, drusen,
retinal pigment epithelial detachments, and/or retinal pig-
ment epithelial atrophy, wherein the detected features
are compared with such pathognomonic disease fea-
tures stored in the disease risk assessment / diagnosis
database 708. In certain embodiments, the system is
configured to perform template matching wherein the
system detects, compares, and/or matches characteris-
tics from A-scans generated from scanning a user, also
known as unknown A-scans, with a database of patterns
known to be associated with disease features, such as
subretinal fluid, or the like.
[0110] With reference to Figures 1, 8 and 9, the optical
coherence tomography system 100 is configured to allow
the user to self-administer an OCT scan of the user’s
eyes without dilation of the eyes, and obtain a risk as-
sessment or diagnosis of various diseases and ailments
without the engaging or involving a doctor and/or tech-
nician to align the user’s eyes with the system, administer
the OCT scan and/or interpret the data from the scan to
generate or determine a risk assessment or diagnosis.
In one embodiment, the optical coherence tomography
system 100 can perform a screening in less than two
minutes, between 2-3 minutes, or 2-5 minutes. In certain
embodiments, the use of the binocular system allows the
user to self-align the optical coherence tomography sys-
tem 100. The optical coherence system 100 with a bin-
ocular system is faster since it scans both eyes without
repositioning and can allow the optical coherence tom-
ography system 100 to scan a person’s bad eye because
the person’s bad eye will follow the person’s good eye
as the latter tracks the fixation marker. Accordingly, the
optical coherence tomography system 100 reduces the
expense of conducting an OCT scan, thereby making

OCT scanning more accessible to more people and/or
users, and saving millions of people from losing their eye
sight due to eye diseases or ailments that are preventable
through earlier detection. In one embodiment, the optical
coherence tomography system 100 is configured to have
a small-foot print and/or to be portable, such that the op-
tical coherence tomography system 100 can be installed
or placed in drug stores, retail malls or stores, medical
imaging facilities, grocery stores, libraries, and/or mobile
vehicles, buses, or vans, a general practitioner’s or other
doctor’s office, such that the optical coherence tomogra-
phy system 100 can be used by people who do not have
access to a doctor.
[0111] All of the methods and processes described
above may be embodied in, and fully automated via, soft-
ware code modules executed by one or more general
purpose computers or processors. The code modules
may be stored in any type of computer-readable medium
or other computer storage device. Some or all of the
methods may alternatively be embodied in specialized
computer hardware.
[0112] While the invention has been discussed in terms
of certain embodiments, it should be appreciated that the
invention is not so limited. The embodiments are ex-
plained herein by way of example, and there are numer-
ous modifications, variations and other embodiments
that may be employed that would still be within the scope
of the present invention, which is defined by the append-
ed claims.
[0113] For purposes of this disclosure, certain aspects,
advantages, and novel features of the invention are de-
scribed herein. It is to be understood that not necessarily
all such advantages may be achieved in accordance with
any particular embodiment of the invention. Thus, for ex-
ample, those skilled in the art will recognize that the in-
vention may be embodied or carried out in a manner that
achieves one advantage or group of advantages as
taught herein without necessarily achieving other advan-
tages as may be taught or suggested herein.

Claims

1. An optical coherence tomography instrument (106)
comprising:

first and second oculars (203) for receiving a
pair of eyes of a subject;
a light source (240) configured to output light
that is directed through the first and second oc-
ulars (203) to the subject’s eyes;
an interferometer configured to produce optical
interference using light reflected from at least
one of the subject’s eyes;
an optical detector disposed so as to detect said
optical interference;
electronics comprising a computer system (104)
coupled to the detector and configured to pro-
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vide an output based on optical coherence tom-
ography measurements obtained using said
interferometer; and
at least one of auto-focus lenses (210) config-
ured to focus the optical coherence tomography
instrument (106) or a Z positioning module (818)
comprised by the computer system (104) and
configured to automatically adjust a Z offset to
obtain an optical coherence tomography scan
of eye tissue.

2. The optical coherence tomography instrument (106)
of claim 1, wherein the optical coherence tomogra-
phy instrument (106) comprises the Z positioning
module (818) configured to automatically adjust the
Z offset to obtain the optical coherence tomography
scan of the eye tissue.

3. The optical coherence tomography instrument (106)
of claim 1 or 2, wherein the optical coherence tom-
ography instrument (106) comprises the auto focus
lenses configured to automatically focus the optical
coherence tomography instrument (106) on the eye
tissue.

4. The optical coherence tomography instrument (106)
of claim 2, further comprising manually adjustable
optics.

5. The optical coherence tomography instrument (106)
of any of claims 1 to 4, further comprising an adjust-
ment control (235) configured to adjust an interpu-
pillary distance between the first ocular (203) and
the second ocular (203).

6. The optical coherence tomography instrument (106)
of any of claim 1 to 5, wherein the electronics (104)
are further configured to perform a risk assessment
based on the optical coherence tomography meas-
urements obtained using the interferometer.

7. The optical coherence tomography instrument (106)
of claim 6, wherein the electronics (104) are config-
ured to determine a risk of maculopathy based on at
least one of abnormal thickening of a retina or a
fovea, a presence of hyperreflective, i.e. bright, or
hyporeflective, i.e. dark structures in an outer half of
the retina, hyporeflective, i.e. dark structures in an
inner half of the retina, irregularities in a contour of
a retinal pigment epithelium that depart from a nor-
mal curvature of the eye, or hypertransmission of
light through the retinal pigment epithelium when
compared to a database of normal values.

8. The optical coherence tomography instrument (106)
of claim 6, wherein the electronics (104) are config-
ured to perform the risk assessment by detecting
and analyzing a pathognomonic disease feature,

and wherein the pathognomonic disease feature
comprises at least one of cystoid retinal degenera-
tion, outer retinal edema, subretinal fluid, subretinal
tissue, macular holes, drusen, retinal pigment epi-
thelial detachments, or retinal pigment epithelial at-
rophy.

9. The optical coherence tomography instrument (106)
of any of claims 6 to 8, wherein the optical coherence
tomography instrument (106) comprises an output
device (102) coupled to the electronics (104), and
wherein the electronics (104) are configured to per-
form the risk assessment by transmitting, through a
network, the optical coherence tomography meas-
urements to a remote system configured to perform
the risk assessment based on the optical coherence
tomography measurements, and wherein the remote
system is configured to transmit the risk assessment
to the computer system (104) for output on the output
device (102).

10. The optical coherence tomography instrument (106)
of any of claims 6 to 9, wherein the output comprises
the risk assessment.

11. The optical coherence tomography instrument (106)
of any of claims 1 to 5, wherein the electronics (104)
are further configured to perform a diagnosis based
on the optical coherence tomography measure-
ments obtained using the interferometer.

12. The optical coherence tomography instrument (106)
of claim 11, wherein the electronics (104) are con-
figured to perform the diagnosis by transmitting,
through a network, the optical coherence tomogra-
phy measurements to a remote system configured
to perform a diagnosis based on the optical coher-
ence tomography measurements, and wherein the
remote system is configured to transmit the diagno-
sis to the optical coherence tomography instrument
(106).

13. The optical coherence tomography instrument (106)
of any of claims 1 to 12, further comprising first and
second target displays visible to the subject (114)
through the first and second oculars (203).

14. The optical coherence tomography instrument (106)
of Claim 1, wherein the electronics (104) are further
configured to provide the output to the subject (114).

15. A method for self-administering an optical coherence
tomography exam by the subject (114) with the op-
tical coherence tomography instrument (106) ac-
cording to claim 1;
the method comprising:

positioning the first and second oculars (203)
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onto the subject’s pair of eyes, wherein the po-
sitioning is performed by the subject (114);
activating the optical coherence tomography in-
strument (106) to begin the optical coherence
tomography scan; and
allowing said optical coherence tomography in-
strument (106) to scan the pair of eyes of the
subject (114) by allowing said first and second
oculars (203) to direct light to and receive light
reflected from the pair of eyes of the subject
(114); and
providing, by an output device (102), an output
of the optical coherence tomography scan.

Patentansprüche

1. Optisches Kohärenztomografieinstrument (106),
Folgendes umfassend:

ein erstes und ein zweites Okular (203) zum Auf-
nehmen eines Augenpaares eines Subjekts;
eine Lichtquelle (240), konfiguriert, um Licht
auszugeben, das durch das erste und das zwei-
te Okular (203) auf die Augen des Subjekts ge-
richtet ist;
ein Interferometer, konfiguriert, um eine opti-
sche Interferenz unter Einsatz von Licht zu er-
zeugen, das von wenigstens einem der Augen
des Subjekts reflektiert wird;
einen optischen Detektor, derart angeordnet,
dass er die optische Interferenz erkennt;
Elektronik, ein mit dem Detektor gekoppeltes
Computersystem (104) umfassend und konfigu-
riert, eine auf unter Einsatz des Interferometers
erhaltene optische Kohärenztomografiemes-
sungen basierende Ausgabe bereitzustellen;
und
Autofokuslinsen (210), konfiguriert, um das op-
tische Kohärenztomografieinstrument (106) zu
fokussieren und/oder ein Z-Positionierungsmo-
dul (818), vom Computersystem (104) umfasst
und konfiguriert, einen Z-Versatz automatisch
einzustellen, um eine optische Kohärenztomo-
grafieabtastung von Augengewebe zu erhalten.

2. Optisches Kohärenztomografieinstrument (106)
nach Anspruch 1, wobei das optische Kohärenzto-
mografieinstrument (106) das Z-Positionierungsmo-
dul (818) umfasst, um den Z-Versatz automatisch
einzustellen, um die optische Kohärenztomografie-
abtastung vom Augengewebe zu erhalten.

3. Optisches Kohärenztomografieinstrument (106)
nach Anspruch 1 oder 2, wobei das optische Kohä-
renztomografieinstrument (106) die Autofokuslinsen
umfasst, konfiguriert, das optische Kohärenztomo-
grafieinstrument (106) automatisch auf das Augen-

gewebe zu fokussieren.

4. Optisches Kohärenztomografieinstrument (106)
nach Anspruch 2, ferner manuell einstellbare Opti-
ken umfassend.

5. Optisches Kohärenztomografieinstrument (106)
nach einem der Ansprüche 1 bis 4, ferner eine Ein-
stellungssteuerung (235) umfassend, konfiguriert,
einen Pupillenzwischenabstand zwischen dem ers-
ten Okular (203) und dem zweiten Okular (203) ein-
zustellen.

6. Optisches Kohärenztomografieinstrument (106)
nach einem der Ansprüche 1 bis 5, wobei die Elek-
tronik (104) ferner konfiguriert ist, eine Risikobewer-
tung auf der Grundlage der mit dem Interferometer
erhaltenen optischen Kohärenztomografiemessun-
gen durchzuführen.

7. Optisches Kohärenztomografieinstrument (106)
nach Anspruch 6, wobei die Elektronik (104) konfi-
guriert ist, ein Risiko einer Makulopathie auf der
Grundlage von abnormaler Verdickung einer Netz-
haut oder einer Fovea, einer Anwesenheit von hy-
perreflektiven, d. h. hellen oder hyporeflektiven, d.
h. dunklen Strukturen in einer äußeren Hälfte der
Netzhaut, hyporeflektiven, d. h. dunklen Strukturen
in einer inneren Hälfte der Netzhaut, Unregelmäßig-
keiten in einer Kontur eines Netzhautpigmentepi-
thels, die von einer normalen Krümmung des Auges
abweichen, und/oder übermäßiger Lichtübertra-
gung durch das Netzhautpigmentepithel im Ver-
gleich zu einer Datenbank aus Normalwerten zu be-
stimmen.

8. Optisches Kohärenztomografieinstrument (106)
nach Anspruch 6, wobei die Elektronik (104) konfi-
guriert ist, die Risikobewertung durch Erfassen und
Analysieren eines pathognomonischen Erkran-
kungsmerkmals durchzuführen und wobei das pa-
thognomonische Erkrankungsmerkmal wenigstens
eines der Folgenden umfasst: zystoide Netzhautde-
generation, äußeres Netzhautödem, subretinale
Flüssigkeit, subretinales Gewebe, Makulaforamina,
Drusen, Netzhautpigmentepithelablösungen oder
Netzhautpigmentepithelatrophie.

9. Optisches Kohärenztomografieinstrument (106)
nach einem der Ansprüche 6 bis 8, wobei das opti-
sche Kohärenztomografieinstrument (106) ein mit
der Elektronik (104) gekoppeltes Ausgabegerät
(102) umfasst und wobei die Elektronik (104) konfi-
guriert ist zum Durchführen der Risikobewertung
durch Übermitteln der optischen Kohärenztomogra-
fiemessungen über ein Netzwerk an ein entfernt an-
geordnetes System, welches konfiguriert ist, die Ri-
sikobewertung auf der Grundlage der optischen Ko-
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härenztomografiemessungen durchzuführen und
wobei das entfernt angeordnete System konfiguriert
ist, die Risikobewertung zum Ausgeben über das
Ausgabegerät (102) an das Computersystem (104)
zu übermitteln.

10. Optisches Kohärenztomografieinstrument (106)
nach einem der Ansprüche 6 bis 9, wobei die Aus-
gabe die Risikobewertung umfasst.

11. Optisches Kohärenztomografieinstrument (106)
nach einem der Ansprüche 1 bis 5, wobei die Elek-
tronik (104) ferner konfiguriert ist, eine Diagnose auf
der Grundlage der mit dem Interferometer erhalte-
nen optischen Kohärenztomografiemessungen
durchzuführen.

12. Optisches Kohärenztomografieinstrument (106)
nach Anspruch 11, wobei die Elektronik (104) kon-
figuriert ist, die Diagnose durch Übermitteln der op-
tischen Kohärenztomografiemessungen über ein
Netzwerk an ein entfernt angeordnetes System
durchzuführen, das konfiguriert ist, eine Diagnose
auf der Grundlage der optischen Kohärenztomogra-
fiemessungen durchzuführen und wobei das ent-
fernt angeordnete System konfiguriert ist, die Diag-
nose an das optische Kohärenztomografieinstru-
ment (106) zu übermitteln.

13. Optisches Kohärenztomografieinstrument (106)
nach einem der Ansprüche 1 bis 12, ferner eine erste
und eine zweite Zielanzeige umfassend, welche
durch das erste und das zweite Okular (203) für das
Subjekt (114) sichtbar sind.

14. Optisches Kohärenztomografieinstrument (106)
nach Anspruch 1, wobei die Elektronik (104) ferner
konfiguriert ist, die Ausgabe an das Subjekt (114)
bereitzustellen.

15. Verfahren zum Selbstdurchführen einer optischen
Kohärenztomografieuntersuchung durch das Sub-
jekt (114) mit dem optischen Kohärenztomografie-
instrument (106) nach Anspruch 1;
wobei das Verfahren Folgendes umfasst:

Positionieren des ersten und des zweiten Oku-
lars (203) auf dem Augenpaar des Subjekts, wo-
bei das Positionieren durch das Subjekt (114)
durchgeführt wird;
Aktivieren des optischen Kohärenztomografie-
instruments (106), um die optische Kohärenzto-
mografieabtastung einzuleiten; und
Ermöglichen, dass das optische Kohärenzto-
mografieinstrument (106) das Augenpaar des
Subjekts (114) abtastet, indem ermöglicht wird,
dass das erste und das zweite Okular (203) Licht
auf das Augenpaar des Subjekts (114) richten

und von diesem reflektiertes Licht empfangen;
und
Bereitstellen einer Ausgabe der optischen Ko-
härenztomografieabtastung durch ein Ausga-
begerät (102).

Revendications

1. Instrument de tomographie par cohérence optique
(106) comprenant :

des premier et second oculaires (203) pour re-
cevoir les deux yeux d’un sujet ;
une source de lumière (240) configurée pour
produire de la lumière en sortie qui est dirigée
à travers les premier et second oculaires (203)
vers les yeux du sujet ;
un interféromètre configuré pour produire une
interférence optique à l’aide de la lumière réflé-
chie depuis au moins l’un des yeux du sujet ;
un détecteur optique disposé de façon à détec-
ter ladite interférence optique ;
de l’électronique comprenant un système infor-
matique (104) couplé au détecteur et configuré
pour fournir une sortie d’après les mesures de
tomographie par cohérence optique obtenues à
l’aide dudit interféromètre ; et
au moins l’une de lentilles d’auto-focalisation
(210) configurée pour focaliser l’instrument de
tomographie par cohérence optique (106) ou un
module de positionnement Z (818) compris par
le système informatique (104) et configuré pour
régler automatiquement un décalage Z afin
d’obtenir un balayage de tomographie par co-
hérence optique de tissu oculaire.

2. Instrument de tomographie par cohérence optique
(106) selon la revendication 1, dans lequel l’instru-
ment de tomographie par cohérence optique (106)
comprend le module de positionnement Z (818) con-
figuré pour régler automatiquement le décalage Z
afin d’obtenir le balayage de tomographie par cohé-
rence optique du tissu oculaire.

3. Instrument de tomographie par cohérence optique
(106) selon la revendication 1 ou 2, dans lequel l’ins-
trument de tomographie par cohérence optique
(106) comprend les lentilles d’autofocalisation con-
figurées pour focaliser automatiquement l’instru-
ment de tomographie par cohérence optique (106)
sur le tissu oculaire.

4. Instrument de tomographie par cohérence optique
(106) selon la revendication 2, comprenant en outre
une optique réglable manuellement.

5. Instrument de tomographie par cohérence optique
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(106) selon l’une quelconque des revendications 1
à 4, comprenant en outre une commande de réglage
(235) configurée pour régler une distance interpupil-
laire entre le premier oculaire (203) et le second ocu-
laire (203).

6. Instrument de tomographie par cohérence optique
(106) selon l’une quelconque des revendications 1
à 5, dans lequel l’électronique (104) est en outre con-
figurée pour réaliser une évaluation des risques
d’après les mesures de tomographie par cohérence
optique obtenues à l’aide de l’interféromètre.

7. Instrument de tomographie par cohérence optique
(106) selon la revendication 6, dans lequel l’électro-
nique (104) est configurée pour déterminer un risque
de maculopathie d’après au moins un élément parmi
un épaississement anormal d’une rétine ou d’une
fovéa, une présence de structures hyperréfléchis-
santes, c’est-à-dire claires, ou hyporéfléchissantes,
c’est-à-dire sombres dans une moitié extérieure de
la rétine, de structures hyporéfléchissantes, c’est-à-
dire sombres dans une moitié intérieure de la rétine,
des irrégularités de contour d’un épithélium pigmen-
taire rétinien qui s’éloignent d’une courbure normale
de l’oeil, ou une hypertransmission de lumière à tra-
vers l’épithélium pigmentaire rétinien en comparai-
son à une base de données de valeurs normales.

8. Instrument de tomographie par cohérence optique
(106) selon la revendication 6, dans lequel l’électro-
nique (104) est configurée pour réaliser l’évaluation
des risques en détectant et en analysant une carac-
téristique de maladie pathognomonique, et dans le-
quel la caractéristique de maladie pathognomonique
comprend au moins un élément parmi une dégéné-
rescence cystoïde de la rétine, un oedème rétinien
extérieur, un fluide sous-rétinien, un tissu sous-réti-
nien, des trous maculaires, un drusen, des décolle-
ments de l’épithélium pigmentaire rétinien ou une
atrophie de l’épithélium pigmentaire rétinien.

9. Instrument de tomographie par cohérence optique
(106) selon l’une quelconque des revendications 6
à 8, dans lequel l’instrument de tomographie par co-
hérence optique (106) comprend un dispositif de sor-
tie (102) couplé à l’électronique (104), et dans lequel
l’électronique (104) est configurée pour réaliser
l’évaluation des risques en transmettant, à travers
un réseau, les mesures de tomographie par cohé-
rence optique à un système à distance configuré
pour réaliser l’estimation des risques d’après les me-
sures de tomographie par cohérence optique, et
dans lequel le système à distance est configuré pour
transmettre l’évaluation des risques au système in-
formatique (104) pour une sortie sur le dispositif de
sortie (102).

10. Instrument de tomographie par cohérence optique
(106) selon l’une quelconque des revendications 6
à 9, dans lequel la sortie comprend l’évaluation des
risques.

11. Instrument de tomographie par cohérence optique
(106) selon l’une quelconque des revendications 1
à 5, dans lequel l’électronique (104) est en outre con-
figurée pour réaliser un diagnostic d’après les me-
sures de tomographie par cohérence optique obte-
nues à l’aide de l’interféromètre.

12. Instrument de tomographie par cohérence optique
(106) selon la revendication 11, dans lequel l’élec-
tronique (104) est configurée pour réaliser le dia-
gnostic en transmettant, à travers un réseau, les me-
sures de tomographie par cohérence optique à un
système à distance configuré pour réaliser un dia-
gnostic d’après les mesures de tomographie par co-
hérence optique, et dans lequel le système à distan-
ce est configuré pour transmettre le diagnostic à
l’instrument de tomographie par cohérence optique
(106).

13. Instrument de tomographie par cohérence optique
(106) selon l’une quelconque des revendications 1
à 12, comprenant en outre des premier et second
affichages cibles visibles par le sujet (114) à travers
les premier et second oculaires (203).

14. Instrument de tomographie par cohérence optique
(106) selon la revendication 1, dans lequel l’électro-
nique (104) est en outre configurée pour fournir la
sortie au sujet (114).

15. Procédé d’auto-administration d’un examen de to-
mographie par cohérence optique par le sujet (114)
avec l’instrument de tomographie par cohérence op-
tique (106) selon la revendication 1 ;
le procédé comprenant :

le positionnement des premier et second ocu-
laires (203) sur les yeux du sujet, le positionne-
ment étant réalisé par le sujet (114) ;
l’activation de l’instrument de tomographie par
cohérence optique (106) pour débuter le balaya-
ge de tomographie par cohérence optique ; et
le fait de laisser ledit instrument de tomographie
par cohérence optique (106) balayer les deux
yeux du sujet (114) en laissant les premier et
second oculaires (203) diriger la lumière vers
les, et recevoir la lumière réfléchie à partir des,
deux yeux du sujet (114) ; et
la fourniture, par un dispositif de sortie (102),
d’une sortie du balayage de tomographie par
cohérence optique.
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