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本发明公开了一种基于卷积神经网络的睡

眠呼吸暂停自动检测方法，该方法具体包括：S1

选择暂停分析信号，从睡眠数据集中选择单通道

ECG信号；S2将ECG数据分成训练集、验证集和测

试集；S3使用训练集训练深度卷积网络，使用验

证集评估选择模型参数，使用测试集测试模型性

能；S4利用最终的模型对呼吸暂停进行检测。通

过上述方式，本发明能够实现全自动的睡眠呼吸

暂停的实时检测，为普及睡眠呼吸暂停的检测和

降低睡眠呼吸暂停引起的猝死提供有效支撑。
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1.一种基于卷积神经网络的睡眠呼吸暂停自动检测方法，其特征在于，包括以下具体

步骤：

S1：选择暂停分析信号，从睡眠数据集中选择单通道心电信号；

S2：将心电信号数据分成训练集、验证集和测试集；

S3：使用训练集训练深度卷积网络，使用验证集评估选择模型参数，使用测试集测试模

型性能；

S4：利用最终的模型对呼吸暂停进行检测。

2.根据权利要求1所述的一种基于卷积神经网络的睡眠呼吸暂停自动检测方法，其特

征在于，所述步骤S2具体包括：

S21：从Physionet网站下载公共呼吸暂停数据集Apnea-ECG  Database，总共70个记录，

35个为训练试集，35个为测试集，将训练集中的20%划分为验证集；

S22:  根据暂停标签文件，所有数据以10s为单位进行不重复分割，ECG的采样率为

100Hz，所以深度神经卷积网络的输入维度为1000  ×1。

3.根据权利要求1所述的一种基于卷积神经网络的睡眠呼吸暂停自动检测方法，其特

征在于，所述步骤S3中，构建深度卷积网络模型具体包括以下步骤：

S31：首先利用批归一化对输入进行批标准化，然后对第一个卷积层设置3种尺度的卷

积核，分别为：125×1，15×1，5×1，3种尺度的卷积核数据量都为24；对每个卷积核的输入

进行批归一化变换后，选用Relu作为激活函数；然后选择最大池化进行降采样，池化卷积核

大小为2，步长为1；

S32：将3种尺度的卷积核拼接起来，使用最大池化进行降采样，池化卷积核大小为3，步

长为1；按列重复这个2维张量，然后对张量填零，填零的维度为24×24，之后进行dropout，

参数为0.2；最后将第一次批归一化后的数据和填零后的数据加起来；

S33:  对S32输出的数据进行全连接操作，神经元数目为48，使用LeakyReLU激活函数，

之后进行dropout，为0.2，最后对每个输出进行全局pooling；

S34：对S33输出的数据进行全连接操作，输出层神经元数目为2，激活函数为Softmax。

4.根据权利要求1所述的一种基于卷积神经网络的睡眠呼吸暂停自动检测方法，其特

征在于，构建深度学卷积网络的分类模型中，使用categorical_crossentropy多分类交叉

熵函数计算损失。

5.根据权利要求1所述的一种基于卷积神经网络的睡眠呼吸暂停自动检测方法，其特

征在于，构建深度卷积网络的分类模型中，模型的优化函数使用Adam优化模型参数，学习率

为0.01。

6.根据权利要求1所述的一种基于卷积神经网络的睡眠呼吸暂停自动检测方法，其特

征在于，构建深度卷积网络的分类模型中，每批训练的样本数为30，迭代次数为40，根据验

证集找出最优的模型。
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基于卷积神经网络的睡眠呼吸暂停自动检测方法

技术领域

[0001] 本发明属于生理信号处理及模式识别领域，具体涉及一种基于卷积神经网络的睡

眠呼吸暂停自动检测方法。

背景技术

[0002] 在众多睡眠疾病中，睡眠呼吸暂停综合症(Sleep  apnea  syndrome，SAS)对人类的

健康威胁最大。睡眠呼吸暂停可直接导致人体长期缺氧、胸腔负压增加以及睡眠结构紊乱

等问题，并因此造成多个系统功能损害，包括心脑血管系统、呼吸系统、中枢神经系统等，是

并发高血压、糖尿病、脑血管意外及心肌梗死等疾病的高危因素。据卫生部门发布的健康播

报，阻塞性睡眠呼吸暂停综合征的人群发病率高达4％，65岁以上老年人患病率达20％～

40％。随着我国步入老龄化阶段，SAS的监测、诊断愈加重要。

[0003] 目前，临床上对睡眠呼吸障碍的诊断方法主要是采用多导睡眠监测系统

(Polysomnography  system，PSG)对病人进行整晚监护，但其具有预约周期长、检查环境要

求高、患者监测心理压力大易造成所获数据失真、费时费力、费用高等不利因素，在我国很

难大规模普及和开展。而单导联的SAS检测设备克服了PSG的这些劣势，导联少，不影响患者

睡眠质量，能够反映出日常真实的睡眠状况。

[0004] 呼吸和血氧信号是检测SAS最直接的参数，然而这两周信号经常由于导联脱离，导

致信号丢失，数据不完整，无法准确分析患者的真实病情。大量文献研究结果表明，心电信

号中的相关特征可以表征SAS事件，这对于检测SAS事件具有十分重要的指导意义。更为重

要的是，单导联(electrocardiogram)ECG信号的获取方式简单，信号质量高，可以为分析

SAS提供有效的信息源。

[0005] 而目前基于ECG信号的SAS分析方法中，以特征工程为主，需要设计参数，然后利用

特征选择算法和分类器进行SAS的识别。如周洪建利用HHT分析ECG信号，然后提前能量、幅

度等特征。范文兵和余传奇通过分析ECG，利用多尺度熵指数很好的区分了呼吸暂停患者的

严重程度。王新康等人通过设计15组特征，最后利用SVM实现呼吸暂停的分类。

[0006] 然而这些研究都是基于特征工程的方法，设计这些特征需要专家领域知识，且不

能表示隐藏在信号中的重要信息，鲁棒性和通用性差。由于睡眠过程中的生理信号不仅受

许多外界因素，诸如情绪、性格、疾病、饮食等的影响，而且还会在基本节律下不时的发生一

些瞬态变化，同时，基于特征工程的方法对高维、复杂函数的表示能力有限，因而需要新的

方法来解决这些高维、非线性、非平稳信号。

发明内容

[0007] 综上所述，针对现有技术的不足，本发明提出一种基于卷积神经网络的睡眠呼吸

暂停自动检测方法。与特征工程相比，深度学习模型通过自动组合低层特征从而得到更抽

象的高层表示，以发现数据的分布式特征表示，为刻画数据的丰富内在信息提供了可能性，

提出的方法将特征提取和分类融合一体，可以从大量复杂的单通道信号ECG数据中自动学
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习到鲁棒的分层表示，并基于学习到的特征进行分类，模型进行端到端的训练，无需先验知

识。本发明可以代替PSG进行SAS的大规模检测，不仅方便快捷，准确度高，而且模型鲁棒性

好，同时可以实时分析，防止因SAS导致的猝死事故。

[0008] 一种基于卷积神经网络的睡眠呼吸暂停自动检测方法，利用深度卷积网络对心电

信号进行分析，利用Adam优化算法训练网络权值，最后输出睡眠呼吸暂停综合症识别结果。

具体包括以下步骤：

[0009] S1：选择暂停分析信号，从睡眠数据集中选择单通道心电信号；

[0010] S2：将心电信号数据分成训练集、验证集和测试集；

[0011] S3：使用训练集训练深度卷积网络，使用验证集评估选择模型参数，使用测试集测

试模型性能；

[0012] S4：利用最终的模型对呼吸暂停进行检测。

[0013] 进一步，所述的步骤S2具体包括：

[0014] S21：从Physionet网站下载公共呼吸暂停数据集Apnea-ECG  Database，总共70个

记录，35个为训练试集，35个为测试集，将训练集中的20％划分为验证集；

[0015] S22:根据暂停标签文件，所有数据以10s为单位进行不重复分割，ECG的采样率为

100Hz，所以深度神经卷积网络的输入维度为1000×1。

[0016] 进一步，所述的步骤S3具体包括：

[0017] S31：首先利用批归一化对输入进行批标准化，然后对第一个卷积层设置3种尺度

的卷积核，分别为：125×1，15×1，5×1，3种尺度的卷积核数据量都为24；对每个卷积核的

输入进行批归一化变换后，选用Relu作为激活函数；然后选择最大池化进行降采样，池化卷

积核大小为2，步长为1；

[0018] S32：将3种尺度的卷积核拼接起来，使用最大池化进行降采样，池化卷积核大小为

3，步长为1；按列重复这个2维张量，然后对张量填零，填零的维度为24×24，之后进行

dropout，参数为0.2；最后将第一次批归一化后的数据和填零后的数据加起来；

[0019] S33:对S32输出的数据进行全连接操作，神经元数目为48，使用LeakyReLU激活函

数，之后进行dropout，为0.2，最后对每个输出进行全局降采样。

[0020] S34：对S33输出的数据进行全连接操作，输出层神经元数目为2，激活函数为

Softmax。

[0021] 进一步，所述的构建深度卷积网络的分类模型中，使用ca te g o r i c a l _

crossentropy多分类交叉熵函数计算损失。

[0022] 进一步，所述的构建深度卷积网络的分类模型中，使用Adam优化模型参数，学习率

为0.01。

[0023] 进一步，所述的构建深度卷积网络的分类模型中，每批训练的样本数为30，迭代次

数为40。

[0024] 有益效果：

[0025] (1)无需先验知识，无需设计特征，从而避免了特征提取、特征选择和分类器设计

的复杂过程；

[0026] (2)使用原始心电信号，不用识别心率，也无需分析心率变异性，模型全自动分析，

鲁棒性好，提高了分类准确率和效率。
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[0027] (3)本发明可以代替采用多导睡眠监测系统进行睡眠呼吸暂停综合症的大规模检

测，同时可以实时分析，防止因睡眠呼吸暂停综合症导致的猝死事故。

附图说明

[0028] 图1是本发明睡眠呼吸暂停检测方法的流程图；

[0029] 图2是深度卷积网络的结构图；

[0030] 图3a是单个SAS事件识别图；

[0031] 图3b是单个SAS事件识别图；

[0032] 图3c是连续SAS事件识别图。

具体实施方式

[0033] 下面将参照附图，以具体的例子描述本发明的实施过程，工程技术人员或者科研

人员可以根据本说明书所描述的内容了解本发明的优点。本发明不仅仅可用于呼吸暂停识

别，也可以用于其他信号分析。提供实施案例是为了技术人员更透彻理解本发明。其主要流

程如下图1所示，具体包括以下步骤：

[0034] 1、选择数据

[0035] 选择Physionet网站提供的Apnea-ECG数据库中的数据。数据由70条记录组成，35

条训练学习集(a01到a20、b01到b05、c01到c10)和35条测试集(x01到x35)。每个记录包括一

导ECG信号、呼吸暂停注释标签(由医生根据同时记录的呼吸和相关信号分析出)和一组有

程序识别的QRS注释标签，ECG采样率为100Hz。

[0036] 2.数据处理

[0037] x01到x35为测试集，将训练集中的20％划分为验证集，根据暂停标签文件，所有数

据以10s为单位进行不重复分割，ECG的采样率为100Hz，所以深度神经卷积网络的输入维度

为1000×1，在进行训练前，利用批归一化对输入进行批标准化处理。

[0038] 3.搭建深度卷积网络

[0039] (1)为了更好的学习ECG信号与SAS之间的关系，对第一个卷积层设置3种尺度的卷

积核，分别为：125×1，15×1，5×1，3种尺度的卷积核数据量都为24，卷积运算定义为：

[0040]

[0041] 式中 表示第l层第j个神经元的输出，⊙ 表示卷积运算， 表示神经元i，j之间

的卷积核， 表示第l-1层第i个特征图，也就是神经元j的第i个输入， 表示第l层第j个

神经元的阈值，选用Relu作为激活函数，根据图3可以看出，三种类型的卷积核对应的输出

特征图维度分别为：876x  24，986x  24和996x  24。

[0042] (2)选择最大池化进行降采样，卷积核大小为2，步长为1，根据图3可以看出，降采

样后的每个特征图维度分别为：438×24，493×24和498×24，然后对所有特征图进行拼接，

拼接后的特征图维度为1492x  24。

[0043] (3)选择最大池化进行降采样，卷积核大小为3，步长为1，根据图3可以看出，降采

样后的特征图维度别为：476×24，为了使梯度稳定，采用跨链接方式，由于经过卷积和降采
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样后，输入的维度发生了变换，为了能够连接特征图，对维度为476×24的特征图进行延拓，

使其维度变为952×24，然后进行填零操作，填零后的维度为1000×24，再使用dropout，

dropout为0.2，最后使用把特征图连接起来，如图3所示。

[0044] (4)将(3)的输出通过全连接层，如图3所示，全连接层的神经元为数为48，如图3所

示，选用LeakyRelu作为激活函数，然后经过dropout，dropout为0.2，最后进行全局降采样

运算，如图3所示。

[0045] (5)将(4)的输出通过全连接层输出，全连接层的单元数为2，激活函数为softmax。

其中，使用categorical_crossentropy多分类交叉熵函数计算损失；模型的优化函数使用

ADam优化模型参数。

[0046] 4、分类评估

[0047] 使用测试集对已经训练完成的网络模型进行测试，准确度为94％，KP系数为0.87，

说明本发明效果具有很高的一致性。图3是利用训练好的模型对一个测试用例的可视化测

试结果，(a)和(b)是细节显示，(c)是连续识别结果。从可视化结果也可以看出，本发明可以

准确识别SAS。

[0048] 综上所述，本发明所阐述方法可以实现准确的SAS识别，为SAS的家庭监测提供了

可靠的实施方法。除此之外，本发明也可用于其他生理信号的研究中，如EEG，ECG等等，应用

前景广泛，也为机器学习在信号中的分析应用奠定了一定的基础。
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图2
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图3a
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图3b
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图3c
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摘要(译)

本发明公开了一种基于卷积神经网络的睡眠呼吸暂停自动检测方法，该
方法具体包括：S1选择暂停分析信号，从睡眠数据集中选择单通道ECG
信号；S2将ECG数据分成训练集、验证集和测试集；S3使用训练集训练
深度卷积网络，使用验证集评估选择模型参数，使用测试集测试模型性
能；S4利用最终的模型对呼吸暂停进行检测。通过上述方式，本发明能
够实现全自动的睡眠呼吸暂停的实时检测，为普及睡眠呼吸暂停的检测
和降低睡眠呼吸暂停引起的猝死提供有效支撑。
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