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本发明公开了一种利用核函数和字典对学

习模型的脑电检测方法和装置，获得脑电信号并

对脑电信号进行分段和滤波处理；对分段和滤波

处理之后的脑电信号采用核函数处理，实现将低

维空间线性不可分的脑电信号映射到高维空间

变得线性可分；将核函数处理后得到的脑电训练

样本用来训练字典对学习模型，随后采用训练好

的字典对学习模型对核函数处理后的脑电测试

样本进行检测，得到重构误差；将重构误差的差

值作为判决值与阈值进行比较，并对比较结果进

行后处理获得脑电检测结果并标记输出。本发明

利用核函数对采集并经预处理后的脑电数据进

行处理，与传统的脑电检测方法不同，该方法不

需要人为选择特征进行特征提取。
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1.一种利用核函数和字典对学习模型的脑电检测方法，其特征是，包括：

获得脑电信号并对脑电信号进行分段和滤波处理；

对分段和滤波处理之后的脑电信号采用核函数处理，实现将低维空间线性不可分的脑

电信号映射到高维空间变得线性可分；

将核函数处理后得到的脑电训练样本用来训练字典对学习模型，随后采用训练好的字

典对学习模型对核函数处理后的脑电测试样本进行检测，得到重构误差；

将重构误差的差值作为判决值与阈值进行比较，并对比较结果进行后处理获得脑电检

测结果并标记输出。

2.如权利要求1所述的一种利用核函数和字典对学习模型的脑电检测方法，其特征是，

对脑电信号进行分段和滤波的方法步骤如下：

将采集到的脑电信号分割成数据段，且这些数据段之间无重叠；

利用小波进行S层小波分解，选择细节系数D3，D4和D5来重构脑电信号S1，S2和S3，再将重

构信号S1，S2和S3相加，获得滤波后信号S＝S1+S2+S3；

然后对脑电数据进行微分滤波。

3.如权利要求1所述的一种利用核函数和字典对学习模型的脑电检测方法，其特征是，

对脑电数据进行微分滤波时，优选一阶导数计算，定义为：

x′(t)＝x(t2)-x(t1)

其中，x(t)是一段脑电信号，t1和t2是连续的时间点。

4.如权利要求3所述的一种利用核函数和字典对学习模型的脑电检测方法，其特征是，

对微分值进行归一化操作，归一化定义如下：

这里x′表示微分值，w是一个正常数。

5.如权利要求1所述的一种利用核函数和字典对学习模型的脑电检测方法，其特征是，

对脑电数据进行核函数处理的方法如下：

对于一对向量x,y∈Rm，向量的内积的定义如下：

K(x,y)＝<Φ(x) ,Φ(y)>＝Φ(x)TΦ(y)

其中，K是在空间R m里的核函数，高斯径向基函数作为核函数，它的表达式为

给定脑电数据训练样本X＝[X1,X2,L,XK]，XK是K类训练样本集， nk

是每类样本的数量，测试样本y∈Rm可以表示为

y＝Xα

这里 αk是原始空间的系数向量；

当训练和测试样本被映射到高维空间的时，上式变成

Φ(y)＝Φ(x)β

其中，β是高维空间中的新的系数向量，然后该式等号两边同时乘以一个矩阵，得到

Φ(XC)TΦ(y)＝Φ(XC)TΦ(x)β
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根据内积的定义，上式改写为

K(XC,y)＝K(XC,X)β

其中，XC表示中心样本矩阵。

6.如权利要求5所述的一种利用核函数和字典对学习模型的脑电检测方法，其特征是，

所述中心样本矩阵XC由训练样本通过下列步骤产生：

对于每一类数据Xk， 计算该类数据训练样本的平均值，得到一个

平均向量 其中，j表示X的阶数；

根据类别中的各个训练样本与平均向量μk的距离，按照距离的大小对训练样本进行排

序，然后选择距离平均向量μk最近的一半训练样本和平均向量μk一起构造中心样本子矩阵

通过组合每一个类别的 得到

7.如权利要求1所述的一种利用核函数和字典对学习模型的脑电检测方法，其特征是，

所述字典对学习模型的定义如下：

其中，X是脑电数据样本，Ψ(D,P,X,Y)是某种判别力函数，D＝[D1,L,Dk,L,DK]和P＝[P1,

L,Pk,L,PK]组成了一个字典对：解析字典P用来编码X，合成字典D用来重建X；对于每一个类

别k， 构成了一个子字典对，m是子字典对中的原子个数，Y是样本标签，

R表示空间二维集合。

8.如权利要求7所述的一种利用核函数和字典对学习模型的脑电检测方法，其特征是，

字典对学习分类模型的训练步骤为：

解析字典P的构造应该满足PkXi≈0, 由于上述条件的限制，类别k相关的解析字

典Pk不适用于除了类别k之外的其他类别，它仅仅用来产生类别k样本的编码系数，重构误

差的最小化为 在此基础上，字典对学习模型将转化为

这里λ＞0是一个常量， 是矩阵Xk的互补矩阵，di是合成字典D的第i个原子。

求解时，引入了变量矩阵A，A＝PX，整个问题转变为

这里τ是常量；

优选的最优化规则是交替更新法，定义如下：

固定D和P，更新A：

固定A，更新D和P：
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为了求解D，变量S被引入

然后D由交替方向乘子法最优化得到：

交替更新A和字典D和P，直到收敛，获得最优字典对学习分类模型。

9.如权利要求1所述的一种利用核函数和字典对学习模型的脑电检测方法，其特征是，

每一段脑电数据与子字典对相对应的重构误差：

所述判决值是相对于间歇期子字典对的重构误差减去发作期子字典对的重构误差得

到的。

10.一种利用核函数和字典对学习模型的脑电检测装置，包括计算机，脑电图仪将采集

的脑电信号传输至计算机，所述计算机被配置为执行如下流程：

获得脑电信号并对脑电信号进行分段和滤波处理；

对分段和滤波处理之后的脑电信号采用核函数处理，实现将低维空间线性不可分的脑

电信号映射到高维空间变得线性可分；

将核函数处理后得到的脑电训练样本用来训练字典对学习模型，随后采用训练好的字

典对学习模型对核函数处理后的脑电测试样本进行检测，得到重构误差；

将重构误差的差值作为判决值与阈值进行比较，并对比较结果进行后处理获得脑电检

测结果并标记输出。
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一种利用核函数和字典对学习模型的脑电检测方法和装置

技术领域

[0001] 本发明涉及脑电检测技术领域，特别是涉及一种利用核函数和字典对学习模型的

脑电检测方法和装置。

背景技术

[0002] 脑电图(electroencephalogram,EEG)体现的是颅内细胞组织功能状态的变化情

况，所以从20世纪30年代被提出以后，其在诊断检查神经系统相关的疾病方面一直起着十

分重要的作用。癫痫是一种脑部神经元群阵发性异常放电所致神经功能异常的慢性精神疾

病，它具有短暂性、突发性与反复性。一旦癫痫发作，患者会丧失意识、全身抽搐、精神失常

等，严重的还会导致患者死亡或者残疾。因此，癫痫不仅会影响患者的正常工作和家庭生

活，也会对社会造成负担。据统计，80％左右的癫痫患者都表现出脑电图异常，主要表现为

棘波、尖波、棘-慢波、尖-慢波、多棘波等。目前为止，脑电图是研究癫痫发作以及诊断治疗

癫痫的重要辅助工具。

[0003] 目前的癫痫诊断的工作主要是由经验丰富的医疗工作者肉眼分析脑电图来完成。

人工肉眼分析大量的脑电图是一项繁杂而又耗时的工作，检测效率低且存在主观性，计算

机自动检测癫痫脑电信号是一种极有价值的诊断手段，不仅可以减轻医疗人员的负担，提

高癫痫发作的诊断效率，还能够有助于加深对癫痫发作的内在机理及其规律的认识。

[0004] 传统的癫痫检测时关于脑电信号的处理是先进行特征提取再送入分类器，特征提

取主要靠人为选择特征，主观性及误差均比较大。

[0005] 脑电信号的处理所存在的具体的技术问题是：目前脑电分析中采用的非线性特征

大部分计算量较大，普遍非常耗时，不适合实时癫痫自动检测系统；许多分析方法都是对单

个导联的脑电记录孤立分析，而没有考虑多个导联脑电信号之间的相互影响，这与大脑的

实际活动并不相符；除此之外，由于脑电记录的数据量较大，在保证算法性能的同时还需要

考虑整体算法的复杂度，使其满足实时性的要求；目前已有一些癫痫自动检测算法在医疗

设备上得到实际应用，但是效果不甚理想。综上所述，目前脑电检测存在的缺陷是：现有的

脑电检测方法不能将多通道脑电数据联合起来，而且检测算法复杂、运算量大，从而不能快

速高效的进行脑电检测。

发明内容

[0006] 为了解决现有技术的不足，本发明提供了一种利用核函数和字典对学习模型的脑

电检测方法，该方法不需要进行脑电特征提取，而是采用核函数将低维空间线性不可分的

脑电信号映射到高维空间变得线性可分，然后采用字典对学习模型进行检测。

[0007] 一种利用核函数和字典对学习模型的脑电检测方法，包括：

[0008] 获得脑电信号并对脑电信号进行分段和滤波处理；

[0009] 对分段和滤波处理之后的脑电信号采用核函数处理，实现将低维空间线性不可分

的脑电信号映射到高维空间变得线性可分；
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[0010] 将核函数处理后得到的脑电训练样本用来训练字典对学习模型，随后采用训练好

的字典对学习模型对核函数处理后的脑电测试样本进行检测，得到重构误差；

[0011] 将重构误差的差值作为判决值与阈值进行比较，并对比较结果进行后处理获得脑

电检测结果并标记输出。

[0012] 进一步优选的技术方案，对脑电信号进行分段和滤波的方法步骤如下：

[0013] 将采集到的脑电信号分割成数据段，且这些数据段之间无重叠；

[0014] 利用小波进行S层小波分解，选择细节系数D3，D4和D5来重构脑电信号S1，S2和S3，再

将重构信号S1，S2和S3相加，获得滤波后信号S＝S1+S2+S3；

[0015] 然后对脑电数据进行微分滤波。

[0016] 进一步优选的技术方案，对脑电数据进行微分滤波时，优选一阶导数计算，定义

为：

[0017] x′(t)＝x(t2)-x(t1)

[0018] 其中，x(t)是一段脑电信号，t1和t2是连续的时间点。

[0019] 进一步优选的技术方案，对微分值进行归一化操作，归一化定义如下：

[0020]

[0021] 这里x′表示微分值，w是一个正常数。

[0022] 进一步优选的技术方案，对脑电数据进行核函数处理的方法如下：

[0023] 对于一对向量x,y∈Rm，向量的内积的定义如下：

[0024] K(x,y)＝<Φ(x) ,Φ(y)>＝Φ(x)TΦ(y)

[0025] 其中，K是在空间Rm里的核函数，高斯径向基函数作为核函数，它的表达式为

[0026] 给定脑电 数 据 训练 样本 X＝ [ X 1 ,X 2 ,L ,X K ] ，X K 是 k类 训练 样本集 ，

nk是每类样本的数量，测试样本y∈Rm可以表示为

[0027] y＝Xα

[0028] 这里 αk是原始空间的系数向量；

[0029] 当训练和测试样本被映射到高维空间的时，上式变成

[0030] Φ(y)＝Φ(x)β

[0031] 其中，β是高维空间中的新的系数向量，然后该式等号两边同时乘以一个矩阵，得

到

[0032] Φ(XC)TΦ(y)＝Φ(XC)TΦ(x)β

[0033] 根据内积的定义，上式改写为

[0034] K(XC,y)＝K(XC,X)β

[0035] 其中，XC表示中心样本矩阵。

[0036] 进一步优选的技术方案，所述中心样本矩阵XC由训练样本通过下列步骤产生：

[0037] 对于每一类数据Xk， 计算该类数据训练样本的平均值，得到
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一个平均向量 其中，j表示X的阶数。

[0038] 根据类别中的各个训练样本与平均向量μk的距离，按照距离的大小对训练样本进

行排序，然后选择距离平均向量μk最近的一半训练样本和平均向量μk一起构造中心样本子

矩阵

[0039] 通过组合每一个类别的 得到

[0040] 进一步优选的技术方案，所述字典对学习模型的定义如下：

[0041]

[0042] 其中，X是k类脑电数据样本，Ψ(D,P,X,Y)是某种判别力函数，D＝[D1,L,Dk,L,DK]

和P＝[P1,L,Pk,L,PK]组成了一个字典对：解析字典P用来编码X，合成字典D用来重建X；对于

每一个类别k， 构成了一个子字典对，m是子字典对中的原子个数，Y是

样本标签，R表示空间二维集合。

[0043] 进一步优选的技术方案，字典对学习分类模型的训练步骤为：

[0044] 解析字典P的构造应该满足 由于上述条件的限制，类别k相关的解

析字典Pk不适用于除了类别k之外的其他类别，它仅仅用来产生类别k样本的编码系数，重

构误差的最小化为 在此基础上，字典对学习模型将转化为

[0045]

[0046] 这里λ＞0是一个常量， 是矩阵Xk的互补矩阵，di是合成字典D的第i个原子。

[0047] 求解时，引入了变量矩阵A，A＝PX，整个问题转变为

[0048]

[0049] 这里τ是常量；

[0050] 优选的最优化规则是交替更新法，定义如下：

[0051] 固定D和P，更新A：

[0052]

[0053] 固定A，更新D和P：

[0054]

[0055] 为了求解D，变量S被引入

[0056]

[0057] 然后D由交替方向乘子法最优化得到：
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[0058]

[0059] 交替更新A和字典D和P，直到收敛，获得最优字典对学习分类模型。

[0060] 进一步优选的技术方案，每一段脑电数据与子字典对相对应的重构误差：

[0061] 进一步优选的技术方案，所述判决值是相对于间歇期子字典对的重构误差减去发

作期子字典对的重构误差得到的。

[0062] 一种利用核函数和字典对学习模型的脑电检测装置，包括计算机，脑电图仪将采

集的脑电信号传输至计算机，所述计算机被配置为执行如下流程：

[0063] 获得脑电信号并对脑电信号进行分段和滤波处理；

[0064] 对分段和滤波处理之后的脑电信号采用核函数处理，实现将低维空间线性不可分

的脑电信号映射到高维空间变得线性可分；

[0065] 将核函数处理后得到的脑电训练样本用来训练字典对学习模型，随后采用训练好

的字典对学习模型对核函数处理后的脑电测试样本进行检测，得到重构误差；

[0066] 将重构误差的差值作为判决值与阈值进行比较，并对比较结果进行后处理获得脑

电检测结果并标记输出。

[0067] 与现有技术相比，本发明的有益效果是：

[0068] 1.本发明利用核函数对采集并经预处理后的脑电数据进行处理，与传统的脑电检

测方法不同，该方法不需要人为选择特征进行特征提取。

[0069] 2.本发明采用3通道的脑电数据进行分析检测，提高了脑电检测的准确性。

[0070] 3.本发明采用合成词典和分析词典来同时进行表示和判别，通过交替最小化方法

从训练样本集中获得最优字典对，并且通过线性投影获得稀疏系数，大大减少了训练和测

试阶段花费的时间。

[0071] 4.本发明不但减轻了医护工作者的负担，而且在确保准确性的情况下提高了异常

脑电检测的时效性，相比其他算法能够节省大量的时间，这使得本发明在实时检测系统或

便携式设备中更为可行。

附图说明

[0072] 构成本申请的一部分的说明书附图用来提供对本申请的进一步理解，本申请的示

意性实施例及其说明用于解释本申请，并不构成对本申请的不当限定。

[0073] 图1(a)为本发明的脑电数据处理的流程图；

[0074] 图1(b)是字典对学习算法步骤；

[0075] 图2(a)-图2(e)为实施例1中所述脑电信号的小波滤波；

[0076] 图3(a)-图3(b)为实施例1中所述脑电信号的微分滤波，其中两竖线间为异常脑电

持续时间；
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[0077] 图4为后处理中的多通道融合框图；

[0078] 图5为本发明的脑电检测装置的硬件连接图；

[0079] 图6(a)-图6(f)为实施例1中所述脑电信号的分类结果以及后处理。

具体实施方式

[0080] 应该指出，以下详细说明都是例示性的，旨在对本申请提供进一步的说明。除非另

有指明，本文使用的所有技术和科学术语具有与本申请所属技术领域的普通技术人员通常

理解的相同含义。

[0081] 需要注意的是，这里所使用的术语仅是为了描述具体实施方式，而非意图限制根

据本申请的示例性实施方式。如在这里所使用的，除非上下文另外明确指出，否则单数形式

也意图包括复数形式，此外，还应当理解的是，当在本说明书中使用术语“包含”和/或“包

括”时，其指明存在特征、步骤、操作、器件、组件和/或它们的组合。

[0082] 实施例1、

[0083] 如图1(a)-图2(b)所示，一种利用核函数和字典对学习模型的多通道脑电检测方

法，步骤如下：

[0084] 1)采用128通道数字视频脑电图仪Neurofile  NT系统采集患者的脑电信号，将采

集到的脑电信号通过A/D转换存储到计算机中，采样频率为256Hz；

[0085] 2)在计算机上对采集到的脑电信号进行分段和滤波，步骤如下：

[0086] a)将采集到的脑电信号分割成长为Len的数据段，且这些数据段之间无重叠，优选

Len＝4s(1024点)；

[0087] b)利用Daubechies-4小波进行S层小波分解，优选S＝5；选择细节系数D3，D4和D5来

重构脑电信号S1，S2和S3，再将重构信号S1，S2和S3相加，获得频率为4-32Hz的滤波后信号S＝

S1+S2+S3。

[0088] 图2(a)-图2(e)为脑电信号一个通道的小波滤波效果图。其中，图2(a)为原始脑电

信号波形图，图2(b)为重构脑电信号S1波形图，图2(c)为重构脑电信号S2波形图，图2(d)为

重构脑电信号S3波形图，图2(e)为滤波后信号S波形图。

[0089] c)随后对脑电数据进行微分操作，增强癫痫发作波形，同时抑制背景波。优选一阶

导数计算，简单地定义为：

[0090] x′(t)＝x(t2)-x(t1)

[0091] 这里x(t)是一段脑电信号，t1和t2是连续的时间点。如果有一个棘波发生在时刻

t2，微分值将会较大；如果这两个点属于背景波，微分值就会比较小。因此，优选对微分值进

行归一化操作。归一化定义如下：

[0092]

[0093] 这里x′表示微分值，w是一个正常数。优选w＝105，X(t)为归一化操作后的脑电信

号。

[0094] 图3(a)-图3(b)为脑电信号一个通道的微分滤波效果图。

[0095] 3)在计算机上对滤波后的脑电数据进行核函数处理，方法如下：

[0096] a)对于一对向量x,y∈Rm，向量的内积的定义如下：
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[0097] K(x,y)＝<Φ(x) ,Φ(y)>＝Φ(x)TΦ(y)

[0098] 这里的K是在空间Rm里的核函数，Ф为映射函数。一般来说，常用的核函数有线性

核，RBF核和polynomial核等等。优选高斯径向基函数(RBF)作为核函数，它的表达式为

式中，a和b是两个样本，γ是一个参数，优选γ＝1。

[0099] b) 给定脑电数据训练样本X＝ [ X 1 ,X 2 ,L ,X K ] ，X K是K类训练样本集 ，

nk是每类样本的数量。测试样本y∈Rm可以表示为

[0100] y＝Xα

[0101] 这里 αk是原始空间的系数向量。

[0102] c)当训练和测试样本被映射到高维空间的时，上式变成

[0103] Φ(y)＝Φ(x)β

[0104] 这里β是高维空间中的新的系数向量。然后该式等号两边同时乘以一个矩阵，得到

[0105] Φ(XC)TΦ(y)＝Φ(XC)TΦ(x)β

[0106] 根据内积的定义，上式可以改写为

[0107] K(XC,y)＝K(XC,X)β

[0108] 这里XC表示中心样本矩阵，它由训练样本通过下列步骤产生：

[0109] i.对于每一类数据Xk， 计算该类数据训练样本的平均值，得

到一个平均向量 其中，j表示X的阶数。

[0110] ii .根据类别中的各个训练样本与平均向量μk的距离，按照距离的大小对训练样

本进行排序，然后选择距离平均向量μk最近的一半训练样本和平均向量μk一起构造中心样

本子矩阵

[0111] iii.通过组合每一个类别的 得到

[0112] 4)采用脑电训练样本对字典对学习模型进行训练：

[0113] a)字典对学习模型的定义如下：

[0114]

[0115] 这里的X是脑电数据样本，Ψ(D,P,X,Y)是某种判别力函数。D＝[D1,L,Dk,L,DK]和P

＝[P1,L,Pk,L,PK]组成了一个字典对：解析字典P用来编码X，合成字典D用来重建X。对于每

一个类别k， 构成了一个子字典对，R表示空间二维集合，m是子字典对

中的原子个数。优选m＝50。

[0116] b)为了提高算法效率和分类准确率，解析字典P的构造应该满足

由于上述条件的限制，类别k相关的解析字典Pk不适用于除了类别k之外的其他类别，它仅

仅用来产生类别k样本的编码系数。重构误差的最小化为 在此

基础上，字典对学习模型将转化为
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[0117]

[0118] 这里λ＞0是一个常量， 是矩阵Xk的互补矩阵，di是合成字典D的第i个原子。

[0119] c)上述目标函数是非凸的，为了便于求解，引入了变量矩阵A，A＝PX，整个问题转

变为

[0120]

[0121] 这里τ是常量，优选τ＝0.05。

[0122] d)最优化规则定义如下：

[0123] 固定D和P，更新A：

[0124]

[0125] 固定A，更新D和P：

[0126]

[0127] 上面两个式子中的I为中间变量，便于求解。优选α＝10e-4。为了求解D，变量S被引

入

[0128]

[0129] 然后D由交替方向乘子法(ADMM)最优化得到：

[0130]

[0131] 其中，上式中的T为中间转换变量，便于求解，r为迭代次数，ρ为参数。

[0132] 交替更新A和字典D和P，直到收敛，获得最优字典对学习检测模型。

[0133] e)最后，采用训练好的字典对学习检测模型检测脑电测试样本，得到每一段脑电

数据与子字典对相对应的重构误差：

[0134] 5)判决值是由对应于间歇期子字典对的重构误差减去发作期子字典对的重构误

差得到的，采用的后处理包括平滑滤波、阈值比较、多通道整合和领子技术等，最后得到检

测结果并标记。判决值大于阈值，标记为2；判决值小于或等于阈值，标记为1。

[0135] 图4为多通道融合流程图。

[0136] 实施例2、

[0137] 一种利用实施例1所述方法进行脑电检测的装置，流程如图5所示，包括以电路连

接的脑电图仪和计算机，所述计算机中内置有利用核函数和字典对学习模型检测脑电的脑

电检测模块，利用脑电图仪对脑电信号进行采集后传输到计算机中，利用核函数和字典对

学习模型检测脑电的脑电检测模块对脑电信号进行分段和滤波处理；采用脑电数据训练样

本训练字典对学习模型；将测试样本送入以交替更新最小化方法所获得的字典对学习模型
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分类器中，获得重构误差；将重构误差的差值作为判决值与阈值进行比较并进行后处理，得

到脑电检测结果并加以标记。

[0138] 图6(a)-图6(f)为实施例1中一位患者脑电数据的一段检测结果。其中图6(a)为原

始脑电信号波形图；图6(b)为判决值信号波形图；图6(c)为平滑滤波后信号波形图；图6(d)

为阈值比较后信号波形图；图6(e)为多通道数据整合后信号波形图；图6(f)为领子技术处

理后的信号波形图。

[0139] 以上所述仅为本申请的优选实施例而已，并不用于限制本申请，对于本领域的技

术人员来说，本申请可以有各种更改和变化。凡在本申请的精神和原则之内，所作的任何修

改、等同替换、改进等，均应包含在本申请的保护范围之内。
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图1(a)

图1(b)

图2(a)

图2(b)

说　明　书　附　图 1/5 页

13

CN 108742603 A

13



图2(c)

图2(d)

图2(e)

图3(a)

图3(b)
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图4

图5
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图6(a)

图6(b)

图6(c)

图6(d)

图6(e)
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图6(f)
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